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A Survey of Cyber Range Training Exercise
Scenario Description, Generation, and Execution

Aayush Garg , Abdelwahab Boualouache , Adnan Imeri , and Uwe Roth

Abstract—Cyber ranges enable hands-on cybersecurity train-
ing. Yet many exercises remain static and labor-intensive, with
limited use of current Cyber Threat Intelligence (CTI). This
survey takes an end-to-end, three-layer view of the problem
as (i) Cyber Range Training Exercise (CyRaTrEx) Scenario
Description Languages (SDLs) that formally specify topologies,
narratives, and objectives, (ii) CTI-driven scenario generation
pipelines that transform threat data into executable content, and
(iii) Scenario Execution Platforms that instantiate and operate
scenarios. Following a PRISMA methodology, we surveyed 107
publications published between 2010 and 2025, and organized
the space into a unified taxonomy. We conduct a comparative
evaluation spanning across layers (primarily, SDL, CTI pipeline,
execution platform, and cross-layer). This research identified
7 key challenges as (C1) Formal Semantics and Verification,
(C2) Behavioural Fidelity, (C3) Trustworthiness of CTI Data,
(C4) Continual Scenario Evolution, (C5) API-Driven Scenario
Ingestion, (C6) Scalable Telemetry and Observability, and (C7)
Reproducibility and Benchmarking, highlighting where the cur-
rent solutions succeed and where they fall short. Our main con-
tributions are (1) a holistic survey unifying SDLs, CTI pipelines,
and cyber range platforms, (2) a taxonomy of representative
solutions, (3) a cross-layer gap analysis exposing shortfalls in
interoperability, automation, and realism, and (4) a research
roadmap toward scalable, realistic, and cyber threat-informed
training.

Index Terms—Benchmarking; Cyber ranges; Cyber threat
intelligence; Cybersecurity training; Interoperability; Repro-
ducibility; Scenario description languages; Scenario execution;
Scenario generation; Telemetry.

I. INTRODUCTION

Cyber ranges are controlled, interactive environments that
replicate real-world networks and cyber threats, enabling re-
alistic training exercises [1]. By blending virtual and physical
components, a cyber range allows cybersecurity teams to
practice defense, incident response, and forensic techniques in
a safe setting that closely mirrors modern attack scenarios [2].
Such platforms have gained prominence amid a growing cyber
skills gap [3] and increasingly sophisticated threats [4]. In fact,
cyber ranges are seen as a key tool to bridge the cyberse-
curity training gap by combining hands-on experience with
realistic scenarios and competitions [5]. Open platforms, such
as Facebook’s CTF framework [6] and the CTFd system [7],
have been used to host such exercises. NATO’s large-scale ex-
ercises, including Cyber Coalition [8], Locked Shields [9], and
Crossed Swords [10], further demonstrate the value of realistic
range environments in strengthening cyber defense readiness.
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Industry sources also consider such hands-on cyber range-
based training effective in preparing teams for real-world
threats [11]. Notably, as early as 2009, experts highlighted the
need for such advanced cyber test environments [12], where
early work began simulating cyber attacks in lab networks
to study worms and other threats [13]. However, designing
and managing effective Cyber Range Training Exercise
(CyRaTrEx) scenarios remains challenging, as expert instruc-
tors must manually script complex cyber attack narratives, and
keeping these scenarios up-to-date with evolving threats is
labor-intensive [14], [15].

Over the past decade, researchers and practitioners have
sought to automate and standardize aspects of CyRaTrEx sce-
nario creation. One major effort is the development of CyRa-
TrEx Scenario Description Languages (SDLs), domain-
specific languages to formally specify the “who, what, when,
and where” of a training exercise. For example, Russo et
al. [16] defined a Cyber Range Automated Construction Kit
(CRACK) SDL with built-in CyRaTrEx scenario verification.
Several other SDLs have emerged (YAML/JSON-based or
custom XML schemas) to capture network topologies, attacker
actions, and defensive measures in a reusable, declarative
format (detailed in section IV-A). A second significant effort
is the integration of Cyber Threat Intelligence (CTI).
As adversary tactics change rapidly, there is an interest in
leveraging CTI feeds, such as MITRE ATT&CK [17] and mal-
ware indicators, among others, to generate or adapt scenarios
automatically. Recent works introduce CTI-driven CyRaTrEx
scenario generation pipelines that transform real-world threat
data into simulated incidents [18], [19]. Moreover, a wide array
of CyRaTrEx scenario execution platforms (cyber ranges)
has been developed, ranging from academic testbeds to com-
mercial training services (spanning open-source frameworks
and vendor-operated platforms [20]–[26]), each providing dif-
ferent levels of automation, fidelity, and scalability. These
platforms vary in virtualization support (e.g., virtual machines
vs. containers), telemetry instrumentation (e.g., host logs vs.
full packet capture), and integration capabilities (e.g., closed
systems vs. open APIs for scenario injection).

Despite this progress, early surveys, such as Davis and
Magrath’s 2013 review of 30 cyber ranges [27], focused on
classifying cyber range infrastructures (e.g., simulation vs.
emulation, etc.) and documented early testbeds such as the
DETER lab for cybersecurity experimentation [28], among
others. These surveys observed that only a minority of the
cyber ranges featured any automation [29]. More recent studies
have examined modern ranges through case studies or inter-
views [30]. While a recent review of cyber range taxonomies
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highlights functional trends in cyber range design [31], none
have systematically analyzed the CyRaTrEx scenario content
and CTI-driven automation across a broad set of platforms. In
other words, we lack a unified view of how scenario descrip-
tion languages, threat intelligence pipelines, and execution
platforms intersect to enable end-to-end intelligence-led cyber
exercises. This survey aims to bridge this gap.

We conducted a comprehensive literature review of CyRa-
TrEx scenario frameworks published between 2010 and 2025,
following PRISMA [32] methodology (detailed in section III).
From an initial 590 studies, we identified 107 relevant studies
spanning distinct SDL proposals, CTI-driven scenario genera-
tors, and execution platforms (cyber ranges). Building on these
sources, we organize the domain into a three-layer taxonomy
(detailed in section IV) covering (i) Scenario Description
Languages (SDLs), (ii) CTI-driven CyRaTrEx scenario gen-
eration pipelines, and (iii) execution platforms (cyber ranges).
Also, we perform a comparative evaluation (section V) of
the surveyed artefacts along key dimensions like automation
capability, cyber attack coverage, and instrumentation fidelity.
Drawing on these results, we identify 7 open research chal-
lenges (section VI), i.e., the need for (C1) Formal Semantics
and Verification, (C2) Behavioural Fidelity, (C3) Trustworthi-
ness of CTI Data, (C4) Continual Scenario Evolution, (C5)
API-Driven Scenario Ingestion, (C6) Scalable Telemetry and
Observability, and (C7) Reproducibility and Benchmarking,
that must be addressed to achieve fully integrated and threat
intelligence–driven training. Moreover, we outline avenues
for future research (detailed in section VII), building on our
identified open challenges.

Thus, our contributions are (1) a comprehensive survey
unifying SDLs, CTI pipelines, and cyber range platforms for
cybersecurity training, (2) a taxonomy covering 107 studies,
enabling rigorous cross-evaluation, (3) empirical insights into
the current capabilities and gaps (e.g. prevalence of declar-
ative YAML SDLs, automation levels of containerized vs.
VM-based ranges), and lastly (4) future research directions
to advance the state of the art towards achieving scalable,
realistic, and cyber threat-informed training. The remainder
of this survey is organized as section III detailing our survey
methodology, section IV introducing the three-layer taxonomy
with illustrative examples, section V presenting the compara-
tive evaluation results, section VI discussing the open research
challenges, section VII providing future research directions,
and finally, section VIII concluding the survey.

II. RELATED WORK AND COMPARATIVE POSITIONING

Several works have systematically reviewed aspects of cyber
ranges, each with a different focus. For instance, an early
and often-cited baseline is the review by Davis and Ma-
grath [27]. They classified approximately thirty cyber ranges
and testbeds by their underlying infrastructure (e.g., simulation
vs. emulation) and highlighted that only a few platforms
exhibited notable automation at that time. Their review did
not address formal scenario design or the use of cyber threat
intelligence (CTI) to shape exercise content. Later, Yamin
et al. [29] provided a systematic literature review of cyber

ranges and security testbeds and developed a taxonomy of
capabilities, including dimensions such as scenarios, mon-
itoring, roles, and tools. Their focus was on architectures
and platform features, where CTI-driven scenario design was
outside their scope. Ukwandu at al. [33] broadens the scope
by comparing cyber ranges and testbeds across domains, users,
implementation methods, and applications, and proposes a
multi-dimensional taxonomy to distinguish information tech-
nology (IT)-focused vs. operational technology (OT)-focused
environments. Chouliaras et al. [30] survey ten cyber range
platforms via structured interviews, uncovering the essential
components, topologies, and tools used to create and oper-
ate modern ranges, though many commercial and military
implementations remain opaque. Stamatopoulos et al. [34]
take an architecture-centric view, identifying key attributes
of cyber range infrastructure and highlighting challenges in
cost, automation, and federation that must be addressed in
future designs. More recently, Steininger et al. [35] focus
on accessibility of training where they develop a cyber range
feature ontology mapping aspects like platform access and
content delivery, and identify three key trends in practice, i.e.,
an increasing emphasis on realistic cyber-physical scenarios,
widespread automation of range operations, and a reliance
on open-source tools and orchestration software. Lillemets et
al. [31] analyze existing cyber range taxonomies, proposing a
seven-dimension framework (Scenario, Environment, Teaming,
Learning, Monitoring, Management, Technology) to capture
functional and technical capabilities.

Table I compares these prior surveys along multiple criteria,
primarily scope, methodology, and focus. As shown, previous
surveys have examined cyber range taxonomies, architectures,
component tools, and accessibility. However, a gap remains
in unifying scenario specification, threat intelligence-informed
scenario generation, and scenario execution evaluation. Our
survey fills this gap by focusing on cyber range training exer-
cises, specifically the chain from formal training exercise sce-
nario description languages through cyber threat intelligence-
driven scenario generation to execution platforms. We offer a
holistic, three-layer framework including Scenario Description
Languages (SDL), Cyber Threat Intelligence (CTI)- driven sce-
nario generation pipelines, and scenario execution cyber range
platforms. Moreover, we perform a structured comparison of
how well each layer supports automation and realistic training.
This positions our survey as a bridge between cyber range
design and its use, focusing on the realism and automation
needs of modern training exercises.

III. SURVEY METHODOLOGY

A. Survey Design and Scope

Our survey aims to provide a comprehensive overview of the
emerging ecosystem of CyRaTrEx scenario design, generation,
and execution. In particular, it covers three interrelated aspects
essential for intelligence-driven cyber defense training, pri-
marily, (i) scenario description languages (SDLs) for formally
specifying cyber exercise content, (ii) cyber threat intelligence
(CTI) pipelines that generate or adapt scenarios from real-
world threat data, and (iii) cyber range execution platforms
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TABLE I: Comparative Analysis of Related Surveys

Survey Year Scope Methodology Key Contributions (Focus)

Davis & Magrath [27] 2013 Early cyber ranges and testbeds Literature review (cyber
range classification)

Classified cyber ranges by infrastructure
(simulation vs. emulation). Noted that
a few platforms had automation. Formal
scenario design and CTI were not addressed.

Yamin et al. [29] 2020 Cyber ranges & security testbeds Systematic literature review

Developed a taxonomy of cyber range capabilities
with six dimensions (scenario, monitoring, etc.).
Focused on cyber range architecture and scenarios
(tools, roles). CTI was not addressed.

Ukwandu et al. [33] 2020 Cyber ranges and OT testbeds Systematic review

Broad review covering cyber ranges and OT
testbeds, segmented by type, technology, threat
scenarios, etc. Introduced taxonomies and noted
a diminishing gap between them.

Chouliaras et al. [30] 2021 Educational/training cyber ranges Survey of 10 systems and
interviews

Combined a systematic study of 10 ranges with
structured interviews of developers. Identified key
components, tools, and practices for cyber range
design and operation.

Stamatopoulos et al. [34] 2024 Cyber range architectures PRISMA systematic review

Explored the architectural composition of cyber
range (infrastructure layers). Found limited prior
work on component interoperability. Highlighted
gaps in design and administration.

Steininger et al. [35] 2025 Cyber range accessibility, technology
stack, automation

Literature review and
practitioner survey

Investigated accessibility of training (platform
access, content, deployment). Developed a feature
ontology mapping cyber range characteristics
(technology stack, automation, onboarding).

Lillemets et al. [31] 2025 Cyber range taxonomies Systematic literature review

Surveyed existing cyber range taxonomies and
proposed a new one decoupling functional features
from underlying technology. Added a dedicated
dimension highlighting AI and federation trends.

Our Survey 2025

Training exercise scenario description,
cyber threat intelligence-informed
scenario generation, and scenario
execution

PRISMA systematic review

Presents a holistic end-to-end view of cyber range
training exercise scenarios. Links scenario description
languages (SDLs), cyber threat intelligence (CTI)
-driven scenario generation, and scenario execution
platforms. Provides a three-layer taxonomy, cross-layer
comparison, and identifies key gaps across dimensions,
including automation, realism, and interoperability.

that deploy and orchestrate these scenarios in realistic envi-
ronments. By unifying these aspects in this survey, we aim to
illustrate how advances in scenario specification, threat-intel
utilization, and platform capabilities collectively enable more
effective and automated cybersecurity exercises.

The scope of our review encompasses peer-reviewed re-
search publications (2010–2025) that introduce, extend, or
evaluate solutions in any of the above categories. We inten-
tionally focus on works that contribute to the automation or
formalization of CyRaTrEx scenarios, such as proposing a
new SDL, integrating CTI sources into scenario generation, or
developing platforms with novel scenario-execution features.
In contrast, we exclude literature centered on peripheral topics,
such as general cybersecurity training methods or proprietary
range offerings lacking technical detail, since these fall outside
our technology-oriented focus. By establishing the survey in
this way, we ensure a targeted synthesis of the innovations that
drive modern cyber range exercises, laying the groundwork for
the taxonomy and analysis presented in subsequent sections.

B. Search and Selection Process

We conducted a comprehensive search to identify relevant
literature on the topic of cyber range design, scenario specifica-
tion, and cybersecurity simulation. The search was performed
across multiple electronic databases, including IEEE Xplore,
ACM Digital Library, Scopus, Web of Science, and the arXiv

preprint server. We employed search queries combining key
terms of interest, for example:

• “cyber range”,
• “scenario description language”,
• “cyber threat intelligence integration”,
• “cybersecurity simulation”,
• and related keywords (e.g., “cyber exercise”, “simulation

framework”, “testbed”).

The initial database searches returned on the order of several
thousand records. All retrieved items were aggregated, and
duplicate entries (exact or near-duplicate titles) were removed,
leaving a subset of unique records for further screening. The
screening and selection followed a PRISMA-like protocol [32]
where in the first phase, titles and abstracts of all unique
records were examined to exclude publications outside the
scope (e.g., non-technical articles or unrelated domains). In the
second phase, we performed a full-text review of the remaining
papers and excluded any studies not meeting our inclusion
criteria.

To ensure transparency, the filtering process is summarized
below:

1) Identification: Initial search yielded approximately 590
records from all sources.

2) Deduplication: Removing duplicate records resulted in
478 unique records.
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Records identified from all sources: n = 590

Records screened for duplicates: n = 590

Records screened on basis of title and abstract: n = 478

Full-text articles assessed for eligibility: n = 212

Full-text articles included in our survey: n = 107

Duplicate records removed: n = 112

Records excluded: n = 266

Full-text articles excluded: n = 105
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Fig. 1: PRISMA flow diagram summarizing our search and selection process.

3) Screening: 478 titles/abstracts were screened, yielding
212 potentially relevant papers.

4) Eligibility: Full texts of those 212 papers were assessed
against our criteria (Section III-C), with 107 papers
deemed relevant.

5) Inclusion: The final survey includes 107 publications that
met all inclusion criteria.

Figure 1 illustrates the PRISMA flow of our search and selec-
tion, from identification and deduplication through screening,
eligibility, and inclusion (assessed against the criteria in the
following section III-C).

C. Inclusion and Exclusion Criteria

We applied the following Inclusion Criteria (ICn) and
Exclusion Criteria (ECn) when selecting publications for
our survey:
IC1 Focuses on one or more of our primary topics, i.e, sce-

nario description languages (SDLs), CTI-driven scenario
generation, or cyber range execution platforms.

IC2 Contains considerable technical content (e.g., detailed
methods, architectures, or evaluations) and appears in a
peer-reviewed venue or as a credible technical report.

IC3 Is written in English and published between 2010 and
2025 (inclusive).

We excluded items that:
EC1 Are opinion pieces, editorials, blog posts, or short arti-

cles without original technical content.
EC2 Focus exclusively on training, education, or gamifica-

tion aspects without contributing to SDL/CTI design or
infrastructure development.

EC3 Are duplicate publications or secondary versions of
other included works.

EC4 Lack an accessible full text for review.
In addition to peer-reviewed sources, we also considered

selected grey literature (e.g., open-source documentation and
technical white papers) from reputable organizations, provided
it contained essential methodological or implementation de-
tails not found in the peer-reviewed literature.

D. Classification Criteria

To systematically organize the 107 selected papers, we
devised a multi-dimensional classification scheme. Each paper
was categorized into one or more of three thematic domains,
primarily Scenario Description Languages (SDLs), CTI-driven
Scenario Generation Pipelines, and Cyber Range Execution
Platforms. Notably, some works address multiple aspects of
scenario generation. Classification was performed indepen-
dently by two reviewers, with conflicts resolved by discussion
and consensus. The review process followed standard system-
atic literature review practices.

Specifically, our classification scheme considers the follow-
ing sub-dimensions within each domain:

1) Scenario Description Languages (SDLs): SDLs are
characterized by their syntax, validation support, and
reusability. In particular:

a) Syntax type, e.g., YAML vs. XML, reflecting the data-
serialization format used to define scenarios.

b) Validation support, indicating whether the language
provides schema definitions or tool-based checking to
ensure scenario correctness.
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c) Reusability, i.e., the support for modular or template-
based scenario components that can be reused or
shared.

2) CTI-driven Scenario Generation Pipelines: The
pipelines are characterized by their threat intelligence
sources and automation. The key dimensions include:

a) Cyber Threat source type, describing the origin of
threat information (e.g., open-source feeds, proprietary
CTI, or simulated data).

b) Automation level, indicating whether scenario genera-
tion is manual, semi-automated, or fully automated.

c) CTI framework (and platform) mapping, denoting the
degree to which the pipeline aligns generated CyRa-
TrEx scenarios with tactics and techniques provided
by the CTI frameworks (e.g., MITRE ATT&CK [17])
and platforms (e.g., MISP [36]).

3) Cyber Range Execution Platforms: Platforms are clas-
sified by their infrastructure and instrumentation charac-
teristics as follows:

a) Virtualization support, e.g., hypervisor-based vs.
software-defined (e.g., container or cloud) infrastruc-
ture.

b) Instrumentation fidelity, indicating the level of realism
or monitoring granularity (e.g., full system emulation
vs. lightweight simulation).

c) Openness, i.e., whether the platform implementation is
open source or proprietary.

IV. THE CYBER RANGE TAXONOMY

The key elements of a threat-informed cyber range can
be organized hierarchically into scenario description lan-
guages, generation methods, threat-intelligence sources, and
platform types. For example, Scenario Description Languages
(SDLs) fall into two main families: general-purpose data
formats (e.g. JSON [37], YAML [38], XML [39]) and spe-
cialized domain-specific languages (e.g. CRACK SDL [16],
VSDL [40], CST-SDL [41]). Scenario Generation Methods
includes manual authoring, replay-based (record-and-replay)
techniques, AI/ML-driven generation, and hybrid approaches
that combine these strategies (e.g., feature-based model gener-
ation [42]). Cyber Threat Intelligence (CTI) typically leverages
structured frameworks like MITRE ATT&CK [17] and sharing
platforms like MISP [36] to inform realistic scenarios. Finally,
CyRaTrEx scenario execution platforms are often categorized
as open-source/academic and commercial/government so-
lutions. We illustrate this taxonomy in Figure 2, and detail
every aforementioned component in a subsequent sub-section,
respectively (sub-sections IV-A–IV-F).

A. Scenario Description Languages (SDLs)

Cyber Range Training Exercise Scenario Description
Languages (CyRaTrEx SDLs/SDLs) provide a structured,
machine-readable specification of all elements of a cyber range
training scenario (e.g., network topology, host configurations,
attacker/defender roles, and exercise events) to enable auto-
mated deployment and execution of training exercises. SDLs

enable training environments to be modeled abstractly and then
automatically instantiated on a cyber range [41]. In practice,
SDLs fall into two broad categories, as detailed below.

1) General-purpose formats: Many existing ranges use
familiar data-serialization formats such as JSON [37],
YAML [38], or XML [39] with custom schema defini-
tions or templates to describe scenario elements. These
formats are human-readable and leverage existing tooling.
In this approach, a scenario file declaratively lists compo-
nents (VMs, networks, links, etc.) and configuration pa-
rameters, which are then consumed by deployment tools
(e.g., translating a YAML description into OpenStack
Heat [43] templates and Ansible [44] playbooks) [40].
Standard JSON/YAML/XML schemas provide basic val-
idation (syntax checking, required fields, simple type
checking) but generally capture only infrastructure and
static parameters. Higher-level aspects (e.g. narrative
events, objectives, scoring) are typically handled outside
the schema or in ad hoc platform-specific fields. As a
result, each platform’s schema tends to be isolated, where
the scenarios written for one system are not directly
portable to another without translation.

2) Domain-specific SDLs: To overcome these limitations,
specialized scenario description languages have been pro-
posed that embed rich semantics and built-in validation.
For example, the Topology and Orchestration Speci-
fication for Cloud Applications (TOSCA) [45] is an
OASIS standard to describe cloud-based applications in
an interoperable manner. The Cyber Range Automated
Construction Kit (CRACK) SDL [16] (developed under
the EU SPARTA project) extends the TOSCA standard
using a YAML-based syntax. CRACK SDL can describe
not only cloud infrastructure (compute nodes, networks,
subnets, etc.) but also cyber-specific elements, such as
vulnerabilities, attacker/defender teams, and training ob-
jectives. The TOSCA foundation provides inheritance and
templates for composing components, and the CRACK
toolchain translates the SDL into deployable artifacts
and verifies the scenario’s logical consistency (via a
Datalog-based check) before execution [16]. Similarly,
the Collaborative Security Training SDL (CST-SDL)
[41] provides a custom graph-based SDL for multi-trainee
exercises, allowing explicit definition of roles, goals,
and solution paths. The Virtual Scenario Description
Language (VSDL) [40] is another domain-specific SDL
for high-level infrastructure features. It uses constraint-
based semantics and Satisfiability Modulo Theories
(SMT) [46] to automatically generate concrete scenar-
ios from a compact specification. Similarly, Costa and
Kuusijarvi have also proposed a programmatic topology
description language for cyber ranges [47]. These spe-
cialized SDLs typically adopt a declarative syntax and
enhance it with formal validation and domain concepts.

Regarding the comparison of SDLs, these can be compared
along several key dimensions, as we detail below.

1) Syntax format: The syntax of SDL ranges from simple
structured schemas to full-fledged SDLs. General formats
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CyRaTrEx Scenario Components

Scenario Description Languages

General-Purpose Formats
(JSON, YAML, XML)

Specialized SDLs
(CRACK SDL, CST-SDL)

Scenario Generation Methods

Manual Design Replay-Based AI/ML-Driven Hybrid

Threat Intelligence Sources

Threat Intelligence Frameworks
(e.g., MITRE ATT&CK)

Sharing Platforms
(e.g., MISP)

Vulnerability Databases
(e.g. MITRE CVE)

Scenario Execution Platforms

Open-Source/Academic Commercial/Government

Fig. 2: Taxonomy of the key CyRaTrEx scenario components, primarily scenario description languages, scenario generation
methods, threat-intelligence sources, and scenario execution platform.

use standard notation (e.g., JSON, YAML, or XML) that
is widely supported but whose schema is defined case-
by-case by each platform. Specialized SDLs often reuse
or extend infrastructure-as-code (IoC) standards. For in-
stance, CRACK uses a TOSCA-based YAML syntax,
whereas CST-SDL and VSDL have custom textual SDLs
tailored to training scenarios. In all cases, the syntax is
declarative where authors specify what scenario elements
should exist (nodes, networks, exploits, etc.) rather than
how to execute them [16], [40].

2) Validation capabilities: Generic SDLs rely on conven-
tional schema validation (e.g. JSON Schema or XML
Schema) to catch syntactic errors and enforce basic
constraints. By contrast, domain-specific SDLs can in-
corporate richer verification. For instance, CRACK SDL
translates the scenario model into a formal Datalog
representation to check that the intended attack paths
and objectives are consistent before deployment [16].
VSDL uses an SMT solver to ensure that a high-level
feature specification can be satisfied by some concrete
infrastructure [40]. Such formal checks help detect logical
issues (e.g. unreachable goals or conflicting properties)
that simple schemas cannot capture.

3) Modularity and Reusability: Reusable SDLs allow sce-
nario components (such as network segments or attack
phases) to be defined once and reused across scenarios.
Basic JSON/YAML schemas may allow inclusion of
separate files (e.g., separate topology and configuration
sections), but have limited support for abstraction. In
contrast, specialized SDLs often provide explicit mech-
anisms, e.g., CRACK SDL leverages TOSCA’s type
derivation, enabling users to define new component types
by extending base types [16]. VSDL allows scenarios
to be composed from smaller feature blocks, and CST-
SDL’s graph model supports reusing subgraphs of sce-
nario goals. These modular constructs (in CRACK SDL,
VSDL, CST-SDL) promote parameterized scenarios and
libraries of reusable scenario pieces [16], [40], [41].

The general-purpose JSON/YAML/XML schemas are
widely used due to their simplicity and tool support, but
they typically capture only low level infrastructure and require
platform-specific extensions for pedagogical details. Domain-

specific SDLs (e.g. CRACK SDL, CST-SDL, VSDL) offer
richer semantics and automation: e.g., CRACK’s TOSCA-
based language enables end-to-end generation, deployment,
and testing of scenarios [16], and VSDL’s constraint-based
SDL supports automated scenario generation and verification
[40]. However, these specialized languages are more complex
and have seen less widespread adoption. The trade-offs among
syntax expressiveness, validation strength, and modularity in
each SDL reflect ongoing challenges in the literature where
achieving interoperability and reusability requires common
standards and tooling across these approaches [16], [40].

Building on the above observations, we extract the four
fundamental requirements that an ideal Scenario Descrip-
tion Language (SDL) should fulfill to support effective,
intelligence-driven cyber ranges. These core requirements,
i.e, interoperability, automation, semantic richness, and
reusability, have been highlighted in recent analyses as critical
to overcoming current SDL limitations. We briefly define each
requirement below in the context of Cyber Range Training
Excercise (CyRaTrEx) scenarios:

1) Interoperability: SDL interoperability is the ability to
use a scenario specification across different cyber range
platforms and tools without requiring tedious manual
translation. In practice, this means adopting common
standards or exchange formats so that scenarios written
for one system can be parsed and executed on another.
High interoperability ensures that scenario content is
portable and shareable, which in turn fosters collabo-
ration and avoids isolated SDL ecosystems. Achieving
this requires standardized schemas and mappings (e.g., a
common core SDL or adapters between formats) so that
heterogeneous platforms can understand the same sce-
nario description. Recent efforts like the ECHO project’s
unified SDL [48] and other proposals underscore the
community’s push toward greater SDL interoperability.

2) Automation: Automation in the context of SDLs refers
to supporting the automatic generation, deployment, and
execution of scenarios with minimal human intervention.
An SDL should integrate with orchestration tools and
cyber range pipelines to allow scenarios to be instantiated
and run end-to-end by machines. High automation means
that given an SDL file, the cyber range can automatically
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set up the network topology, configure systems, launch
scripted events, and even adapt scenario parameters on the
fly. This capability is crucial for scalability as it enables
dynamic scenario synthesis from threat intelligence feeds
and reduces the manual scripting burden on exercise
designers.

3) Semantic Richness: Semantic richness (or expressive-
ness) denotes the ability of an SDL to capture a high-
level scenario, i.e., in addition to describing the static
infrastructure, it should also describe the roles, behaviors,
and narrative context. A semantically rich SDL can en-
code complex concepts such as attacker tactics, defender
actions, training objectives, and event timelines in a
machine-readable format. This goes beyond simple con-
figuration, meaning that the language has constructs for
scenario logic (e.g., attack steps, dependencies, win/lose
conditions) and can represent abstract concepts (such
as privilege escalation occurring via a specific exploit)
rather than only listing VMs and IP addresses. Rich
semantics enable advanced features such as formal verifi-
cation of scenario properties (e.g., checking that all attack
paths are reachable) and alignment with cyber threat
intelligence frameworks (i.e., mapping scenario elements
to frameworks such as MITRE ATT&CK tactics, etc.).
Semantic richness ensures the SDL can describe what
happens in a scenario at a conceptual level, which is
key for realistic and meaningful training exercises.

4) Reusability: Reusability is the capacity to create modular
scenario components and templates that can be reused or
adapted across multiple exercises. A reusable SDL lets
authors define scenario building blocks (e.g., a network
segment, an attack vector, or a role-playing element) once
and incorporate them into many scenarios, possibly with
different parameters. This modular design approach saves
effort and promotes consistency, as common elements
do not need to be rewritten for each new scenario.
Reusability also ties closely to interoperability, as sce-
narios with standardized and modular definitions are
easier to share via libraries or repositories and can be
imported into different platforms. Features that support
reusability include inheritance or templating mechanisms
in the language (such as CRACK SDL’s TOSCA-based
type derivation) and the ability to parameterize scenarios.
Ultimately, emphasizing reusability in SDL design helps
build an ecosystem of ready-made scenario parts and
encourages continuous improvement of scenarios over
time, rather than ad hoc one-off creations.

B. Scenario Generation Methods
CyRaTrEx scenarios can be produced through a spectrum of

methods, ranging from fully manual design to fully automated
generation. We distinguish four broad scenario generation
approaches, primarily Manual Design, Replay-Based Gener-
ation, AI/ML-Driven Generation, and Hybrid Approaches,
each with distinct workflows, strengths, limitations, and ped-
agogical implications. We detail each approach below.

1) Manual Design: In the traditional method, human experts
hand-craft the entire scenario environment, narrative, and

event timeline. This approach offers maximal pedagog-
ical alignment as instructors can tailor every detail to
specific learning objectives, ensuring scenarios directly
target desired skills. Manually built scenarios also afford
high fidelity if designers invest effort (e.g., realistic net-
work topologies and attack traces). However, the down-
sides are significant, e.g., manual development is labor-
intensive and not easily scalable, often taking weeks
of effort per scenario. Keeping scenarios up-to-date with
evolving threats requires continual human updates. More-
over, purely manual scenarios tend to be static, as the
sequence of events is pre-scripted and generally cannot
adapt to unexpected trainee actions. Certain tools (e.g.,
SecGen [49]) have been introduced to generate vulnerable
scenario VMs for training labs automatically; however,
purely manual scenarios still dominate. While trainees
benefit from a carefully controlled exercise, they may
miss out on dealing with unplanned adversary behaviors.
In other words, manual authoring/design of CyRaTrEx
scenarios provides high control and customization at
the cost of low adaptability and high overhead. Today,
many cyber training programs still rely on manual design
(e.g., using YAML/JSON templates in platforms like
KYPO [50], [51]) due to simplicity; however, this limits
the number and variety of available CyRaTrEx scenarios
that can be generated.

2) Replay-Based Generation: This approach builds sce-
narios by reproducing recorded cyber incidents or
prior exercise data instead of scripting from scratch. For
example, captured network traffic (i.e., Packet capture
(PCAP) files), system logs, or sequences of attacker
commands from a real incident can be injected into the
range environment to recreate the incident faithfully. A
concrete example of this approach is the study by Hussain
et al. [52] where they replay the real attack traffic cap-
tured by the LANDER project, on a testbed to study an
Internet-scale incident within hours of its occurrence. The
strength of replay-based scenarios is realism through
authenticity, since the content comes from real attacks
or well-defined test runs, the training exercise includes
all the subtle characteristics of real-world events (timing
variances, nuanced attacker behaviors, background noise,
etc.). Trainees get to observe and respond to real attack
patterns, which is invaluable for learning to recognize
real incidents. Replays also ensure consistency; every
run replays the same sequence, which is useful for
standardized evaluation across trainees. However, there
are certain limitations to replay-based scenario gener-
ation. Replay-driven scenarios are typically inflexible
and non-interactive. The attack timeline unfolds in a
predetermined way regardless of defender actions, e.g.,
if a trainee deviates or neutralizes the threat early, the
scripted replay might continue unrealistically. This lack of
adaptability means replay scenarios are best for training
detection and response to known attack patterns or for
after-action analysis, rather than for free-form adversarial
exercises. Another drawback is dependence on available
recordings as scenarios are limited to the incidents
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for which the captures are available. Novel or evolving
threats cannot be simulated via replay until data from
such incidents is obtained. Despite these caveats, replay-
based generation is used in practice (e.g., replays of
infamous attacks or malware outbreaks) to provide high-
fidelity drills where studies have shown that reusing real
attack traces yields more realistic training than fully
synthetic simulations [52], [53].

3) AI/ML-Driven Generation: In AI-driven scenario gen-
eration, artificial intelligence (such as machine learning
models or planning algorithms) automates the creation
and orchestration of scenario events. These techniques
promise dynamic and adaptive exercises that can re-
spond to trainee actions in real-time. One instantiation is
using Reinforcement Learning (RL) agents as virtual at-
tackers, e.g., Microsoft’s CyberBattleSim framework [54]
employs an RL agent to autonomously infiltrate a sim-
ulated network, generating a realistic, evolving attack
sequence as the scenario. Such an AI red team will
probe defenses and pivot through networks in unscripted
ways, forcing trainees to react to an intelligent adversary.
Another direction is using generative AI models (e.g.,
Large Language Models a.k.a. LLMs) to create scenario
content, given a high-level prompt, an AI might generate
a detailed attack narrative, network configuration, or
even malicious artifacts, and can adapt its behavior in
real time based on the defender’s actions. AI planning
systems have likewise been explored to assemble attack
plans (e.g., using attack graphs or logic-based planners
to choose exploit sequences). The key advantage of AI-
driven methods is adaptability as no two runs need be the
same, and difficulty can be adjusted in real-time, provid-
ing a personalized, game-like learning experience for
participants. Trainees must think strategically and cannot
rely on scripted patterns, which can improve higher-
order skills like improvisation and resilience. AI-driven
scenarios also address scalability, as once an AI model
or pipeline is developed, it can generate countless unique
scenarios or simultaneous exercises with minimal extra
human effort. However, challenges accompany these ben-
efits. AI-generated scenarios introduce complexity and
unpredictability, instructors hand over some control to
the machine, which may result in unexpected behaviors.
There is a risk an autonomous agent might exploit the
environment in unanticipated ways that do not align with
training goals (e.g., finding a shortcut that avoids the
intended learning point). Ensuring the AI’s actions remain
pedagogically relevant thus requires careful design and
possibly human oversight or constraints. Additionally,
developing and validating these AI systems is non-trivial
as it demands expertise in Machine Learning (ML),
substantial scenario data or knowledge bases, and thor-
ough testing to avoid erratic outputs. Thus, AI/ML-driven
generation can offer unparalleled dynamism and realism
for cyber exercises, at the cost of higher complexity
and the need for robust control mechanisms to keep the
training on track.

4) Hybrid Approaches: Most state-of-the-art cyber ranges

incline toward hybrid scenario generation that combines
manual and automated techniques. The goal is to get
the best of both worlds, i.e., human instructors set
high-level objectives and ensure alignment with learning
goals, while automation handles the tedious, complex, or
adaptive aspects of scenario creation. There are multiple
forms of hybridization. One common pattern is template-
or SDL-driven generation where an expert designs the
scenario in abstract terms (e.g., specifies required network
elements, vulnerabilities, and goals in a scenario descrip-
tion language like VSDL [40] or CRACK SDL [16]), and
an engine automatically instantiates a concrete scenario
that meets those specifications. This approach leverages
human insight for the outline and AI (or automation) for
the details. For instance, the CRACK framework can take
a high-level declarative scenario description and generate
a full deployment complete with configured attacks, even
verifying logical consistency before execution. Another
hybrid model is a module library with randomization
where instructors prepare a library of building blocks
(e.g., VM images, attack scripts, background traffic gen-
erators), then the system assembles scenarios from these
blocks with slight random variations. For instance, an
exercise might always involve a ransomware attack on
a server, but the platform automatically varies the mal-
ware variant or the target system on each run, adding
unpredictability while following the instructor’s general
script.
Another hybrid technique is human-in-the-loop AI,
where the instructor defines the scenario setup and high-
level story, but inserts an AI agent or automated scripts to
play certain roles during execution (e.g., an autonomous
red-team agent to conduct the attack). Here, the envi-
ronment and objectives are human-defined while the
tactics are AI-driven, yielding a mix of controlled and
adaptive behavior [55]. The strength of these hybrid ap-
proaches are that they are balanced and pragmatic. They
significantly reduce manual effort (automation may han-
dle environment provisioning, event scheduling, and data
generation) while preserving instructor control over criti-
cal aspects (objectives, overall narrative structure). Well-
designed hybrids can improve realism and variability
(via automation) without sacrificing pedagogical intent.
They also enhance scalability, as instructors can reuse
abstract scenario templates and let the system generate
many concrete variations. Nevertheless, there are certain
limitations of this hybridization as these methods can
introduce complexity in tool integration, e.g., requiring
a robust scenario description language and orchestration
engine, and may still not achieve the full autonomy
of AI or the full degree of human curation. However,
in practice, hybrids have proven to be the most viable
solution for current cyber ranges, blending manual in-
sight and automated execution. Many modern platforms
(academic and commercial alike) implement this mix,
e.g, Airbus’s cyber range [56] uses instructor-defined
building blocks combined with automated orchestration,
making hybrid scenario generation essential for scalable,
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intelligence-informed cyber training.

C. CTI Data Exchange Standards

A foundational aspect of automated Cyber Threat Intelli-
gence (CTI) integration is the use of standardized formats and
protocols for sharing threat information across tools. Struc-
tured Threat Information eXpression (STIX) is a widely
adopted language for representing cyber threat intelligence
in a structured, machine-readable form [57]. STIX defines a
consistent schema for entities such as indicators (IOCs), ad-
versary TTPs, campaigns, and threat actors, enabling disparate
systems to exchange rich threat data with common semantics.
Complementing STIX is the Trusted Automated Exchange
of Indicator Information (TAXII) protocol, which provides
an API-driven mechanism to distribute and synchronize CTI
feeds between organizations in real time [58]. TAXII servers
allow security platforms to publish intelligence collections
(e.g., new malware indicators or attack patterns) and for
others to subscribe and fetch updates automatically, leveraging
HTTPS and access controls for secure sharing. Together, STIX
and TAXII facilitate an automated CTI exchange pipeline:
a CyRaTrEx scenario generator can ingest up-to-date threat
reports in STIX format via TAXII services, ensuring that ex-
ercise scenarios reflect the latest attacks and indicators without
manual data conversion. This standards-based interoperability
is crucial for maintaining realism and relevance in cyber range
operations, as it allows training environments to seamlessly
incorporate live threat intelligence feeds used in the real world.

Another key standard driving automated security con-
tent sharing is the Security Content Automation Protocol
(SCAP) [59] developed by National Institute of Standards
and Technology (NIST) [60]. SCAP is a framework of
interoperable specifications designed to standardize how soft-
ware vulnerabilities, configuration baselines, and compliance
information are represented and exchanged. It bundles com-
mon enumerations (such as Common Vulnerabilities and
Exposures (CVE) [61] identifiers for known vulnerabilities)
for expressing machine-readable vulnerability definitions and
configuration checklists. By using SCAP content, security
tools can automatically assess and report a system’s state
against known vulnerabilities and policy benchmarks in a
uniform way [59]. In the context of cyber ranges, SCAP en-
ables scenario designers to incorporate up-to-date vulnerability
data and compliance profiles into exercise environments. For
example, a range scenario can include hosts with specific
CVEs and misconfigurations that are described via SCAP
datasets, allowing trainees to practice detecting and remediat-
ing them with standard tools. Integrating SCAP thus enhances
the fidelity of cyber range operations, exercises can closely
mirror enterprise vulnerability management processes (e.g.,
running SCAP-compliant scanners or patching workflows),
and the results can be automatically evaluated against industry-
standard criteria. Overall, the SCAP standard ensures that
CyRaTrEx scenarios remain aligned with real-world security
configuration practices and can rapidly adapt to new vulnera-
bilities or policy changes.

D. CTI-Driven Scenario Generation Pipelines

Cyber Threat Intelligence (CTI)-driven scenario generation
pipelines are automated systems that translate up-to-date cyber
threat intelligence into executable training scenarios for cyber
ranges. In such pipelines, diverse CTI inputs, such as adversary
Tactics, Techniques, and Procedures (TTP) frameworks,
threat feeds, and vulnerability databases, are consumed and
processed into structured scenario content. For example, com-
mon CTI sources include the MITRE ATT&CK [17] frame-
work of adversary tactics and techniques, open threat-sharing
platforms like MISP [36], and vulnerability repositories (e.g.
the CVE list [61]), often exchanged in standard STIX/TAXII
format [57], [58]. By leveraging CTI, the generated scenarios
reflect realistic and current threats, helping exercises simulate
the latest attacker behaviors.

Architecturally, CTI-driven scenario generation pipelines
can be classified into three high-level models, that we detail
below.

1) Rule-Based Mapping: Static rules or mappings convert
CTI elements to scenario events. For instance, a rule
might map a reported phishing technique in CTI to a
pre-scripted email-injection event in the scenario. Such
systems rely on hand-crafted associations between known
threat indicators and scenario primitives.

2) Template-Driven Generation: Predefined scenario tem-
plates are parametrized with CTI data. In this model,
templates (e.g. network topologies, attack graphs, or
storyline fragments) contain placeholders that are filled
using specific CTI details (malware names, IP addresses,
exploits, etc.). This allows rapid assembly of scenarios
around current threats by swapping in fresh intel into
template slots.

3) Hybrid ML-Supported Generation: ML and natural
language techniques are employed to interpret CTI and
generate scenario content dynamically. For instance, an
AI-based pipeline might use Named-Entity Recognition
to extract threat actors and attack stages from text and
then formulate scenario steps accordingly. Frameworks
like AI-assisted Cyber Exercise content generation
Framework (AiCEF) [18] integrate ML components
with rule/template elements, using an ontology (e.g. the
Cyber Exercise Scenario Ontology) to structure the out-
put. Such hybrid pipelines can adapt to novel CTI without
requiring exhaustive manual encoding.

A typical CTI-driven scenario generation pipeline flow
proceeds in stages. First, the pipeline collects and ingests raw
CTI data from the chosen sources. Next, it applies parsing
and analysis (often with Natural Language Programming
(NLP) or pattern matching) to extract relevant artifacts such
as identified TTPs, attack indicators, threat actors, or exploited
vulnerabilities. These extracted elements are then correlated
and mapped to scenario-building blocks, e.g., an extracted
ATT&CK technique might be translated into a corresponding
simulation action (sending a crafted email, spawning a ma-
licious process, etc.), and a CVE may determine a simulated
software exploit step. Often the pipeline enriches this mapping
with contextual details (e.g. deriving plausible network targets
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or timing) and organizes the elements according to a scenario
structure or template. Finally, the pipeline assembles the
scenario by sequencing events and generating any needed
artifacts (scripts, network configurations, logs), producing a
complete scenario output ready for use in the cyber range.
A few representative examples exist that illustrate these ideas,
including the AiCEF [18] system, that automatically processes
security news articles using named-entity recognition and
clustering to extract threats and then composes structured
scenarios based on an internal ontology. Zacharis et al. [62]
describe an AI-driven pipeline that integrates threat forecasting
and scenario generation in a single flow, producing sector-
specific exercise content. Similarly, prototype tools have been
proposed to ingest CTI feeds or reports and map them through
defined rules/ontology to create scripted cyber exercises.

Despite their promise, CTI-driven scenario generation
pipelines face several challenges. We deatil below the major
3 challenges.

1) Semantic Alignment: CTI is often high-level and un-
structured (e.g. narrative reports), whereas scenario con-
tent requires precise, low-level actions. Misalignment
between the semantics of CTI data and the required
simulation steps can lead to mismatches or incoherent
scenarios if not carefully managed.

2) Freshness and Coverage: CTI feeds can become out-
dated or incomplete. Pipelines must handle stale data and
ensure that scenarios remain relevant to current threats. It
can be difficult to guarantee that all emerging threats are
captured, especially when intelligence sources lag behind
real-world events.

3) CTI-to-Action Gaps: Translating abstract threat descrip-
tions into concrete injects involves an abstraction gap.
For example, a report may note a generic “credential
dumping” technique, but the pipeline must decide how to
simulate that (which accounts, what tools, timing, etc.).
Bridging this gap often requires additional context or
heuristics beyond what raw CTI provides.

These limitations indicate that human oversight or expert
tuning is often needed to validate and refine generated sce-
narios. Nonetheless, CTI-driven pipelines offer a path toward
more scalable, current, and relevant cyber exercise content by
systematically leveraging real threat intelligence.

In addition to ATT&CK and MISP, several other CTI
frameworks and platforms enrich scenario generation and
threat modeling. Common Weakness Enumeration (CWE)
[63] is a community-developed catalog of software and hard-
ware weakness types maintained by MITRE. CWE provides
a standardized taxonomy of vulnerabilities, helping scenario
designers incorporate realistic weakness-based challenges and
secure coding exercises into CyRaTrEx scenarios. MITRE’s
Cyber Analytics Repository (CAR) is a public knowledge
base of behavioral detection analytics built on the ATT&CK
framework. Each CAR analytic maps to specific adversary
techniques, enabling the development and validation of detec-
tion logic in training scenarios (e.g., simulating SIEM alerts
and threat hunts). MITRE Detection, Denial, and Disruption
Framework Empowering Network Defense (D3FEND) [64]

is a structured knowledge graph of defensive techniques
that complements ATT&CK by enumerating countermeasures
for known tactics. D3FEND provides guidance on defensive
measures (hardening, detection, deception, etc.) to mitigate
or respond to simulated attacks, informing blue-team actions
in scenarios [65]. Moreover, the NIST Security Content
Automation Protocol (SCAP) [66] provides standardized
specifications for expressing and sharing security content and
vulnerabilities [59], [67].

Likewise, community threat-sharing platforms and schemas
play a pivotal role. AlienVault Open Threat Exchange
(OTX) [68], [69] is a collaborative threat intelligence plat-
form that crowd-sources real-time Indicators of Compromise
(malicious IPs, file hashes, etc.) in the form of pulses (threat
data packages). OTX supplies up-to-date threat feeds and
attack trend data that can be injected into exercises for greater
realism (e.g., using current IOC lists in range networks).
Similarly, Vocabulary for Event Recording and Incident
Sharing (VERIS) [70] is an open framework from Verizon for
standardizing how security incidents are described and shared.
By using the VERIS schema (which defines incident attributes
like actors, actions, assets, and impacts), scenario creators can
design data-driven incidents that mirror real breach patterns,
supporting pattern-based scenario design and analysis. Finally,
the NICE Cybersecurity Workforce Framework (NIST SP
800-181) [71] provides a structured model for defining cyber-
security work roles and required skills. Incorporating NICE in
scenario planning ensures that training objectives align with
well-defined roles and competencies, e.g., mapping scenario
tasks to specific SOC analyst or incident responder roles,
thereby grounding exercises in workforce development goals.
Each of these resources adds value to cyber range training
exercise scenario generation by contributing structured knowl-
edge. CWE and CVE bring vulnerability context, ATT&CK
and D3FEND cover attacker tactics and defensive controls,
CAR contributes detection analytics, OTX/MISP inject live
threat data, VERIS provides incident patterns, and NICE ties
scenarios to workforce roles.

E. Multi-Source CTI Integration in Scenario Generation

One emerging approach to scenario generation leverages
multi-source CTI pipelines and knowledge-based models to
synthesize rich attack-defense scenarios. In practice, multiple
threat intelligence knowledge bases can be chained together
to provide a holistic view of attacks and countermeasures.
For example, an adversary technique from MITRE ATT&CK
[17] can be mapped to a corresponding attack pattern in
MITRE’s Common Attack Pattern Enumerations and Clas-
sifications (CAPEC) [72]–[74], which in turn links to known
software weaknesses (CWE [63]) and specific vulnerabili-
ties (CVE [61]), while defensive techniques from MITRE
D3FEND [64] are associated to each stage. By linking these
CTI sources, scenario designers can derive multi-step attack
narratives grounded in real-world tactics, exploitable weak-
nesses, and mitigation measures. These linked knowledge
bases are often represented through attack graphs or attack
trees, formal models that capture the logical steps an adversary
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could take and where defenses can break the chain. Emerging
works [75] have also explored leveraging large language
models and knowledge graphs to extract actionable threat
intelligence from unstructured data for scenario generation.

Tools and frameworks have begun to exemplify this in-
tegrated modeling. For instance, MITRE’s Critical Infras-
tructure Cyberspace Analysis Tool (CICAT) [76], [77]
automatically generates multi-step attack scenarios by com-
bining ATT&CK tactics with an infrastructure model of the
target environment. The output is an attack graph enumer-
ating possible attack paths, with each step annotated by the
ATT&CK technique used, the relevant CVEs for exploited
vulnerabilities, and potential countermeasures (ATT&CK mit-
igations or NIST 800-53 [78] controls) at that step. Academic
frameworks like Generating Attack Scenarios for Cyber-
security Exercises on Industrial Control Systems (GEN-
ICS) [79], focused on Industrial Control Systems (ICS)
training, take a similar knowledge-driven approach where
GENICS builds an augmented attack tree that maps ICS-
specific MITRE ATT&CK tactics to critical assets, incorpo-
rates the corresponding vulnerabilities (CWEs/CVEs) on those
assets, and even quantifies each step’s risk (e.g., via CVSS [80]
or DREAD [81] scoring) to produce realistic, data-informed
exercise scenarios. In both cases, multiple CTI sources are
fused into a unified model (graph or tree) of an attack,
ensuring that each scenario is not a linear, hand-crafted script
but a structured attack–defense model grounded in threat
intelligence. Similarly, research prototypes like CRUcialG [82]
automatically reconstruct attack scenario graphs from free-text
threat reports, and a semi-automated framework [83] has been
proposed to turn heterogeneous CTI reports into executable
adversarial workflows. Additionally, techniques for linking
fragmented CTI information to attribute Advanced Persistent
Threat (APT) campaigns are being developed to streamline
threat scenario creation [84].

This modeling approach offers notable pedagogical and
operational advantages. Pedagogically, scenarios derived from
CTI-integrated graphs or trees ensure that training exercises
stay aligned with real, current threat behaviors and known
vulnerabilities, thereby enhancing realism and relevance for
the participants. Because each node in the attack graph corre-
sponds to a well-documented technique or weakness, trainees
can trace the kill chain of events, learning how a specific
CWE/CVE is exploited by a particular ATT&CK technique
and what defensive controls (e.g. D3FEND techniques) could
have interrupted it. This traceability reinforces learning objec-
tives by linking abstract threat concepts to concrete examples.
Moreover, the attack tree structure explicitly visualizes
multiple paths and branches an adversary might take, which
encourages trainees to practice decision-making for different
contingencies in the scenario. Operationally, integrating CTI
into scenario models yields a form of automated threat model-
ing that can be tailored to an organization’s environment. By
inputting an enterprise’s asset inventory and linking to CTI
repositories, security teams can auto-generate attack graphs
highlighting the most plausible paths an attacker might follow
in that specific environment, a technique already demon-
strated by CICAT for critical infrastructure systems [77].

These knowledge-based scenarios serve as living documents
of organizational risk where defenders can not only rehearse
incident response on them, but also use them to identify
hot spots (high-risk nodes or edges in the graph) and priori-
tize defensive investments accordingly. Another advantage is
maintainability, since the scenario content is derived from up-
to-date intelligence feeds and standardized knowledge bases,
it can be updated systematically as new threats emerge. For
example, if a new CVE or ATT&CK technique is reported,
it can be plugged into the CTI pipeline to regenerate or
adapt scenarios, keeping training exercises in sync with the
evolving threat landscape. To facilitate such intelligence-led
updates, comprehensive datasets of APT campaigns have been
published, e.g., an open repository of 86 APTs and 350 attack
campaigns, and a public database of APT incidents by threat
researchers [85]–[87]). Hence, multi-source CTI integration
models, chaining frameworks like ATT&CK to CAPEC to
CWE/CVE and incorporating knowledge-driven graphs/trees,
enable cyber threat intelligence-led scenario generation.
Such scenarios are not only more realistic and comprehensive
(covering both attacker and defender viewpoints) but also
easier to adapt and analyze, thereby greatly enhancing their
educational value and operational usefulness in cyber range
training environments.

F. Cyber Range Training Exercise Scenario Execution Plat-
forms

Cyber range training exercise (CyRaTrEx) scenario execu-
tion platforms (or execution platforms) are the underlying
infrastructure and software systems that instantiate and run
cybersecurity training or evaluation scenarios. Such platforms
manage the provisioning of virtual networks and hosts, deploy
system images and attack tools, and generate adversarial or
benign activities according to scenario scripts or live oper-
ator commands. In effect, an execution platform provides a
controlled, reproducible environment in which cyber scenarios
unfold and participants are assessed [88].

For taxonomy purposes, execution platforms can be grouped
into four broad categories, reflecting their origin, target users,
and design priorities, that we describe below.

1) Academic/Research Testbeds: These ranges are devel-
oped in universities or research laboratories for experi-
mentation and education. They emphasize extensibility,
formal scenario modeling, and integration of advanced
training features (e.g., adaptive difficulty, analytics). Rep-
resentative examples include FORESIGHT [89] and
THREAT-ARREST [48] frameworks and the University
of Genoa’s CRACK [16], [90] platform [2], [91]. Such
testbeds often prototype new ideas but may lack the pol-
ished user interfaces and dedicated support of commercial
products.

2) Open-Source Community Platforms: These frame-
works are freely available and maintained by aca-
demic and practitioner communities. They provide cy-
ber range capabilities without licensing costs, enabling
collaborative development. Open-source ranges typically
use Infrastructure-as-Code (IaC) scenario definitions



12

(YAML/JSON, Terraform [92]) and align exercises with
frameworks like MITRE ATT&CK. Representative plat-
forms include the KYPO Cyber Range (Masaryk Uni-
versity) [50], [51] and MITRE’s Caldera framework [93],
[94]. They often require more technical expertise to
deploy but benefit from community contributions and
extensibility [27], [30].

3) Commercial/Industrial Solutions: These are vendor-
developed platforms targeting enterprise or government
customers. Commercial ranges deliver turnkey solutions
with extensive content libraries, graphical scenario ed-
itors, and dedicated support. They prioritize usability,
scalability, and integration with enterprise IT. Notable
examples include Cyberbit [24], SimSpace [22], [95],
Cisco [96], and Circadence’s Project Ares [97]. These
systems provide drag-and-drop scenario builders, real-
time scoring dashboards, and built-in content for many
threat scenarios. They are fully supported but often
expensive, limiting customization [88], [98]. Addition-
ally, domain-specific ranges have also been prototyped
for industrial control systems, e.g., ICSrange [99] for
Industrial Control System/Supervisory Control and
Data Acquisition (ICS/SCADA) to monitor and control
physical processes, ICSSIM [100], an open-source ICS
simulator, and Estonian Cyber range [101] for emerging
domains like Space domain.

4) Government/Defense Systems: These cyber ranges are
funded and operated by national defense or intelli-
gence agencies for critical training. They support large-
scale, high-fidelity exercises (often multi-national or
classified) and simulate critical infrastructure (including
Operational Technology (OT)/ICS systems). Examples
include Estonia’s CR14 range [102] (hosting NATO’s
Locked Shields [9])), Sweden’s CRATE [91], [103] (with
extensive ICS integration), Austria’s AIT Cyber Range
[104], [105], and the U.S. Department of Defense’s
National Cyber Range (NCR) [53]. These platforms
emphasize security and interoperability but are not open
to the public and require specialized expertise to manage.

There are several dimensions with which CyRaTrEx sce-
nario execution platforms can be described. Below, we detail
6 technical dimensions to describe these execution platforms.

1) Orchestration Layer: This layer manages automated
deployment of the range environment and scenarios. It
includes tools for configuration management and infras-
tructure provisioning. Examples include Ansible [44] or
Puppet [106] for host configuration, Terraform [92] or
OpenStack Heat [43] for resource provisioning, and Ku-
bernetes [107] for container orchestration [108]. A robust
orchestration layer enables rapid, repeatable instantiation
and teardown of exercise environments with minimal
manual effort.

2) Virtualization support: This refers to the virtualiza-
tion technology used for hosts and networks. Plat-
forms may employ full-system virtual machines (hyper-
visors like Kernel-based Virtual Machine (KVM) [109]
or VMware) [110] or lightweight containers (e.g.,

Docker [111], Podman [112]), or a combination of both.
Virtual Machine (VM)-based ranges emulate complete
operating environments with high fidelity, while con-
tainerized services can be deployed rapidly at large
scale [99]. Many modern ranges use a hybrid approach,
running core network nodes in VMs and auxiliary ser-
vices in containers to balance realism and performance.

3) Scenario Injection Capabilities: This dimension de-
scribes how adversarial or benign actions are enacted
within the range. Injection methods include manual
(i.e., live Red/Blue teams performing actions [113]),
scripted (i.e., predefined attack/playbook scripts [114]),
and API-driven (i.e., external orchestration APIs trigger-
ing events [115]). Scripted scenarios often use scheduled
timelines (e.g., YAML/JSON event files) to launch attacks
and events. For instance, automated bots or traffic gen-
erators may run in the background to generate realistic
background traffic or orchestrate multi-stage attacks.

4) Monitoring and Telemetry: Execution platforms collect
detailed logs of system and participant activity for scoring
and analysis. Typical telemetry channels include network
packet captures (via taps or virtual switches), host system
logs (OS and application logs), and security agent probes
such as System Monitor (Sysmon) [116] or Zeek [117]
sensors where Sysmon focuses on what is happening
on a machine, and Zeek focuses on what is happening
on the network [5]. These data are often aggregated
into dashboards or Security Information and Event
Management (SIEM) to provide real-time feedback to
instructors and participants. High-quality telemetry en-
ables precise evaluation of participant actions and aids
post-exercise debriefing.

5) Scalability and Multi-User Support: Cyber ranges
differ in their ability to simulate large infrastructures
and support multiple users or teams concurrently. High-
end platforms can instantiate hundreds or thousands of
virtual nodes, leveraging cloud elasticity, to emulate
large enterprise or national-scale networks [118]. They
often support multi-tenancy or parallel exercises, allowing
multiple Red/Blue teams or classroom cohorts to operate
in isolated subnets. In contrast, smaller academic ranges
may only support a single exercise or a limited number
of virtual machines at once.

6) Support for SDL/CTI Integration: Many modern
ranges support formal SDLs and incorporate CTI feeds.
SDLs (often based on YAML, JSON, or TOSCA schemas)
allow scenarios to be defined at a high level and shared
across platforms. Here, CTI integration means using
threat libraries (MITRE ATT&CK, CAPEC [72]) or in-
telligence feeds (MISP [36], STIX/TAXII [57], [58]) to
inform or tag exercise content. For example, exercises
might automatically incorporate the latest threat tech-
niques from a CTI feed, enhancing realism and enabling
interoperability [18].

Representative CyRaTrEx scenario execution platforms il-
lustrate these categories and dimensions as well. For instance,
KYPO Cyber Range [50], [51] uses Ansible and Terraform
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on an OpenStack cloud to automate full network deployment
and telemetry, whereas MITRE’s Caldera [93], [94] employs
an agent-based framework to orchestrate ATT&CK-aligned
attack sequences on target hosts. Commercial ranges like
SimSpace [22], [95] and Project Ares [97] provide browser-
based editors, large-scale network templates, and real-time
scoring dashboards. Each platform exemplifies a particular set
of trade-offs suited to its intended use case [27], [30].

Primarily, our taxonomy comprises of three tightly linked
layers (i) CyraTrEx scenario description languages (SDLs),
(ii) CTI-driven scenario generation pipelines, and (iii)
CyraTrEx scenario execution platforms. Across the sur-
veyed works, implementations vary widely and lack common
standards, which limits portability and reuse. To make these
differences concrete, we undertake a structured comparative
evaluation across these layers in the following section, i.e.,
Section V.

V. COMPARATIVE EVALUATION

As we detail in the previous section, cyber ranges integrate
multiple components, primarily SDLs, CTI-based scenario
generation pipelines, and scenario execution platforms. Hence,
it is crucial to systematically evaluate them in order to under-
stand their relative strengths and limitations. This will also
help in selecting appropriate components, revealing capability
gaps, and guiding future research in this space. Therefore, in
this section, we compare representative solutions at each layer
in a structured manner. The key comparison dimensions are
identified for each category as follows.

1) CyRaTrEx Scenario Description Languages (SDLs):
Syntax type (e.g., textual vs. graphical SDLs), reusability
of scenario modules, extensibility to new attack models,
availability of tool support (editors, validators, exporters),
and support for formal verification or static analysis.

2) CTI-driven Scenario Generation Pipelines: Cyber
threat intelligence sources used (open feeds, structured
databases like MITRE ATT&CK or CAPEC), degree of
automation (manual enrichment vs. end-to-end automa-
tion), alignment with known cyber threat frameworks
(e.g., mapping to ATT&CK tactics/techniques or CAPEC
patterns), and scenario realism (fidelity to real-world
attack behavior).

3) CyRaTrEx Scenario Execution Platforms: Virtualiza-
tion backend (e.g., full virtual machines, containers, or
hybrid solutions), orchestration tools (e.g., Terraform,
Kubernetes, custom engines), native support for SDL and
CTI integration, telemetry and monitoring capabilities
(e.g., logging, dashboards), and overall system scalability
(e.g., number of hosts, performance under load).

Our comparative methodology is multi-faceted. We compile
feature matrices to capture each solution’s attributes, then map
these features to standard frameworks and training objectives
(e.g., ATT&CK tactics or CAPEC patterns). Each criterion
is applied consistently across solutions to ensure objectivity.
All data comes from documented sources, including product
documentation, open-source repositories, and peer-reviewed
publications, in order to maintain transparency, reproducibility,
and verifiability.

In the following sub-sections V-A–V-C, we present a
structured comparative evaluation of the surveyed approaches,
covering scenario description languages, CTI-driven genera-
tion pipelines, and scenario execution platforms. Addition-
ally, sub-sections V-D–V-G extend this analysis to comple-
mentary aspects, including open-source adversary simulation
tools, commercial and government cyber range platforms,
cross-layer patterns and interdependencies, and scenario in-
strumentation and observability.

A. Scenario Description Languages (SDLs)

Scenario Description Languages (SDLs) provide a high-
level, often declarative, means to specify CyRaTrEx sce-
narios. Representative SDLs include CRACK (a TOSCA-
based language) [16], CAMEL (a model-driven cloud ap-
plication SDL) [119], the SSFnet Domain Modeling Lan-
guage (DML) [13], and ad hoc YAML-based schemas used
in platforms like EDURange [121], [122], Nautilus [123]
or KYPO [124]. These languages differ in syntax, exten-
sibility, and tool support. For example, CRACK SDL uses
YAML [38]/TOSCA [45] syntax to declare virtual machines,
networks, vulnerabilities and policies, enabling declarative
specification of scenario elements [16]. CRACK also leverages
a formal Datalog encoding to automatically verify scenario
correctness against training goals [40]. In contrast, CAMEL
is a textual Eclipse Modeling Framework (EMF) [120])-
based SDL for modeling cloud-deployed applications (not
specifically designed for attack scenarios) [119] that is highly
extensible via integration of multiple SDLs, however, lacks
built-in formal analysis. Legacy Domain Modeling Language
(DML) in SSFnet uses an XML [39]-like syntax for network
scenarios [13], with limited extensibility or reuse beyond its
fixed schema. Simpler YAML-driven approaches (e.g. EDU-
Range, Nautilus, KYPO) use structured YAML files for each
scenario component and are easy to read and reuse across
exercises, however they rely only on generic YAML tooling
with no scenario-specific compiler or verifier [124].

Table II highlights the key trade-offs of a few representative
CyRaTrEx scenario description languages. Declarative SDLs
like CRACK enable rich expressiveness and even formal
scenario checking [16], [40], but are relatively complex and
verbose. CAMEL’s model-driven approach offers extensibility
via Eclipse/EMF but is not tailored for attack scenarios or
formal analysis [119]. By contrast, YAML-based schemas
are simple and human-readable, facilitating reuse of scenario
fragments and portability, but they omit formal structure
and rely only on general YAML tooling [124]. In practice,
many modern ranges favor declarative formats (YAML/JSON,
TOSCA) for ease of integration, accepting the trade-off that
higher expressiveness (and tool-supported verification) comes
at the cost of steeper learning and potential verbosity.

B. CTI-Driven Scenario Generation Pipelines

Modern cyber range platforms often include pipelines that
transform cyber threat intelligence (CTI) feeds into executable
training scenarios. Representative approaches include model-
driven frameworks like CRACK [16], purpose-built tools such
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TABLE II: Comparison of a few representative CyRaTrEx scenario description languages

CyRaTrEx Scenario
Description Language
(SDL)

Syntax
(notation)

Extensibility
(new elements)

Reusability
(of scenarios)

Tools
(editors, etc.)

Formal
verification

CRACK SDL [16] YAML [38]
(TOSCA [45])

high
(type derivation) moderate TOSCA/CRACK toolchain,

YAML editors
Yes
(Datalog-based)

CAMEL [119]
Textual
(Eclipse Modeling
Framework [120])

high
(modular SDLs) moderate Eclipse/EMF editors No

SSFnet Domain
Modeling
Language [13]

XML [39] low
(fixed schema) limited Legacy SSFnet tools No

YAML [38]
schemas YAML (custom) moderate

(custom schema)
high
(templates) Any YAML editor No

as SecGen [49], and AI-enhanced systems like AiCEF [18]
or LLM-based generators like ARCeR [125]. For example,
the CRACK framework provides an end-to-end scenario de-
velopment pipeline where it uses a TOSCA-based Scenario
Definition Language (CRACK-SDL) to describe network
infrastructures, applies formal validation (e.g. Datalog queries)
for correctness, and then auto-deploys the scenario to an
Infrastructure as a Service (IaaS) platform [16]. While
CRACK automates design and deployment, it relies on fixed
component libraries (e.g. CAPEC/CVE entries) rather than
dynamic feeds. In contrast, Filigran’s OpenBAS platform [19]
closely integrates with the OpenCTI threat repository [126],
where it can pull live intelligence (MITRE ATT&CK TTPs,
MISP data, malware reports, etc.) and automatically synthe-
size corresponding attack injects into a scenario. Similarly,
AiCEF [18] uses NLP and clustering on unstructured cyber
incident reports to tag scenario elements (via a Cyber Exercise
Scenario Ontology) and generate structured exercises with
minimal human input. For instance, the CRUcialG [82] system
automatically constructs attack scenario graphs from CTI re-
ports and verifies their coherence. Finally, emerging pipelines
like ARCeR [125] employ large-language models with re-
trieval augmentation to accept high-level natural language
(English) scenario descriptions and produce ready-to-deploy
range configurations. Large-language models combined with
knowledge graphs can similarly assist CTI extraction [75].
These systems vary widely in their use of CTI, as CRACK and
SecGen use only static CVE and CAPEC libraries, OpenBAS
pulls real-time ATT&CK and MISP feeds, and AiCEF and
ARCeR leverage textual reports or prompt-based knowledge.

Table III summarizes the aforementioned scenario gener-
ation pipelines. We observed that greater automation often
comes at a cost to fidelity or transparency. For instance,
SecGen and CRACK can generate complex networks with
little manual work, but SecGen’s randomness yields low
realism, and CRACK’s formal models require manual threat
injection. OpenBAS and AiCEF embed real threat data to
boost realism, but still rely on template injects or NLP-
derived narratives, so human review is typically needed to
ensure consistency. In most cases, mapping raw CTI (e.g.,
Indicators of Compromise (IOC) lists, unstructured reports,

etc.) to low-level scenario actions remains limited, as pipelines
focus on known TTP libraries (e.g., ATT&CK IDs) or fixed
exploit sets, which may not capture the full context of an
attack. Moreover, the tool support varies, e.g., CRACK and
OpenBAS provide end-to-end exporters and configuration tool-
ing, whereas AI-driven frameworks (AiCEF, ARCeR) are still
mostly research prototypes with ad hoc scripts. Hence, existing
systems illustrate trade-offs between manual tailoring and
automation. Automated CTI-to-scenario methods can rapidly
adapt scenarios to emerging threats, but they face gaps in
semantic interoperability, fidelity of attacker behavior, and
ease of use. Addressing these gaps, such as standardizing
data mappings or augmenting automated outputs with expert
checks, is an ongoing challenge in CTI-driven design.

C. CyRaTrEx Scenario Execution Platforms

Several CyRaTrEx (i.e., Cyber Range Training Ex-
ercise) Scenario Execution Platforms have been devel-
oped in academia, industry, and government. For example,
KYPO [124] (by Masaryk University, Czech Republic) is an
open-source, cloud-oriented scenario execution platform built
with microservices and Infrastructure-as-Code (IaC). It uses
OpenStack [43] for Virtual Machines (VMs) and network vir-
tualization and Docker [111] containers for services. DETER-
Lab [28] (The United States’ National Science Foundation’s
testbed) is a hybrid academic/government platform based on
the Emulab [128] framework. It supports multi-resolution
virtualization (VMs, lightweight containers) and provides
a Graphical User Interface (GUI) or Command Line
Interface (CLI) for orchestrating large-scale experiments.
Among commercial ranges, Cyberbit [24] is a Software-as-a-
Service (SaaS) that spins up realistic networks (on-premises,
cloud or hybrid) for live exercises. It emphasizes hyper-
realistic scenarios, integrates standard tools such as Security
Information and Event Management (SIEM), firewalls,
etc., and maps to frameworks like ATT&CK and NICE [71].
Another platform RangeForce [25] is a cloud-based training
range offering on-demand exercises with real security tools
that highlights team performance metrics and alignment to
MITRE and NIST however, is proprietary. SCYTHE Breach
and Attack Simulation+ (BAS+) [129] is a commercial
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TABLE III: Comparison of a few representative CTI-driven scenario generation pipelines.

Pipeline CTI Sources Automation Fidelity Standards Mapping Tool Support

CRACK [16]
Static libs
(CAPEC [72],
CVE [61])

High (automated
design, verification,
deploy)

Medium
(formal-structure,
real networks but
scripted attacks)

Uses CRACK SDL,
can reference
CAPEC/CWE [63]

CRACK toolchain
(SDL, IaaS,
Datalog verifier)

SecGen [49] CVE/exploit
databases

High (random
scenario synthesis)

Low
(randomized VMs,
little attacker context)

Limited (No
ATT&CK/CAPEC
integration)

Standalone generator,
scripts (VM builder)

OpenBAS [19]
ATT&CK, MISP,
malware lists via
OpenCTI [126]

High (one-click
CTI-to-scenario)

Medium-High
(TTP-driven
inject sequences)

Maps threat reports
to ATT&CK TTP injects,
exports to JSON/YAML

OpenBAS UI/API,
OpenCTI connector,
inject exporter

AiCEF [18]
Unstructured
sources (news,
reports, etc.)

High (NLP / ML
pipeline)

Medium
(narrative-driven,
expert review
needed)

Uses custom ontology,
can tag to ATT&CK
or CAPEC patterns

Python NLP pipeline,
ontology database,
scenario builder

ARCeR [125] LLM text
prompting

High (LLM+Retrieval
Augmented Generation
(RAG [127]) auto
configuration)

High
(leverages
documentation for
realistic configs)

Not focused on
TTP mapping, produces
infrastructure specs.

LLM-agent support,
vector DB,
config checker

adversary-emulation platform using VMware (VM-based lab
environments) to deliver isolated training scenarios for red
team (attackers) and blue team (defenders). At the gov-
ernment level, national ranges such as US National Cyber
Range [53], are typically closed systems deployed on private
infrastructure for high-fidelity emulation and large-scale exer-
cises.

Table IV draws a comparison of these platforms based on
the identified properties during our review. In the following
text, we elaborate these properties in detail.

1) Deployment and virtualization. Academic and gov-
ernment ranges (KYPO [124], DETERLab [28], US
National Cyber Range [53]) often run on private or
academic cloud platforms and support both VM-based
and lightweight container emulation. Commercial ranges
(Cyberbit [24], RangeForce [25], SCYTHE BAS+ [129],
DIATEAM [131]) generally use cloud-based or hosted
VM infrastructures for scalability and ease of access.
For example, DIATEAM offers hybrid cyber ranges that
can be deployed on-premises, mobile or via service.
Moreover, containerization is growing (KYPO and Air-
bus [56] use Docker, Terraform/Ansible, etc.), however,
many platforms still rely on traditional VMs or even
physical hardware for full-system fidelity.

2) Automation and scenario injection. Modern ranges in-
creasingly automate setup via scripts or CI/CD pipelines.
KYPO and AIT [105] use Infrastructure-as-Code (IaC)
tooling (e.g., Ansible/Terraform) to provision networks
and hosts [51], [104]. Commercial solutions such as
Immersive Labs [97] and Keysight [26] often provide
libraries of pre-built scenarios and web interfaces for
deployment. Although, scenario injection varies as many
systems still require manual or scripted insertion of
attack events (e.g., SCYTHE BAS+ with workbooks,
custom DIATEAM scenarios), though some offer APIs
or integrated threat libraries. For instance, Cisco Ta-

los Range [96] delivers expert-designed attack exer-
cises driven by real threat intelligence. Notably, re-
search/government ranges such as US National Cyber
Range and CITEF [134] aim for fully scriptable and
repeatable exercises using timeline-based scenarios.

3) Instrumentation fidelity. Open-source and research
ranges prioritize fidelity, e.g., DETERLab can capture
full packet traces and telemetry (supporting 100k-node
Distributed Denial of Service (DDoS) experiments) [26].
KYPO [124] and AIT [105] expose system logs and
allow monitoring of guest VMs [56]. On the other hand,
commercial ranges emphasize actionable metrics and
higher-level feedback relevant to learners, e.g., detection
rates, response times, skill scores, etc. For instance,
Immersive Labs provides data-driven benchmarks and
team performance insights [97]. In general, higher-fidelity
instrumentation (e.g., complete Packet Capture (PCAP),
hardware timing, etc.) comes at the cost of complexity
and is more common in research/government setups,
whereas commercial products report aggregated results
and leaderboard scores.

4) Accessibility. Platforms differ in access, e.g., KYPO and
SANS NetWars [130] are open to broad audiences, where
KYPO is MIT-licensed [50], SANS provides public Cy-
ber Ranges under commercial license [131]), and AIT’s
range is used for national-scale training [105]. DETER-
Lab and DIATEAM require contracted use, while com-
mercial ranges such as Cyberbit, RangeForce [25], Cy-
bExer [132], Nortal Coliseum [133], and Keysight [26]),
generally require licenses or subscriptions. Government
ranges such as US National Cyber Range and CITEF,
are closed to authorized users only. This reflects a trade-
off between openness and capability where open-source
platforms foster collaboration and extensibility, while
proprietary/government systems may have richer features
with limited sharing.



16

TABLE IV: Comparison of a few representative Scenario Execution Platforms

Platform Deployment
Environment

Virtualization
Technology Automation Instrumentation Scenario

Injection Access

KYPO CRP [50] Cloud
(OpenStack [43])

VMs +
Containers

Scripted (Ansible),
Web UI

System logs,
metrics GUI / Scripts Open-source

(MIT)

DETERLab [28] On-prem
(Emulab [128])

VMs +
Containers

CLI
orchestration

Full PCAP,
logs

Experiment
scripts

Open
(academic)

Cyberbit
Range [24]

SaaS
(AWS/cloud)

VM-based
networks

Pre-built
scenarios

Team metrics
(KPIs), event logs Web UI Licensed

(commercial)

SCYTHE
BAS+ [129]

Cloud
(VMware Lab)

VMs
(isolated labs)

Lab reset /
management

Training
console logs

Manual
(workbook-driven)

Licensed
(commercial)

RangeForce
Cloud [25]

SaaS
(cloud)

VMs/Containers
(cloud)

UI-driven
deployment

Team performance
data Web UI/API Licensed

(commercial)

US National
Cyber Range [53]

Private
(Govt)

Hybrid (VM +
Hardware)

Custom
orchestrator

High-fidelity
(PCAP/logs)

Automated
scripts

Restricted
(government)

Airbus
CyberRange [56]

SaaS/Cloud
(Airbus)

VMs +
Containers

Web UI/
Orchestrator

System logs,
metrics GUI-driven Licensed

(commercial)

Cisco Talos
Range [96] Cloud (Cisco) VMs Pre-built

scenarios Team metrics Expert-driven
scenarios

Licensed
(commercial)

Immersive
Labs [97] SaaS (cloud) VMs +

Containers
UI-driven
deployment

Team performance
data

Web-based
labs

Licensed
(commercial)

Keysight
Cyber Range [26]

On-prem
(Keysight)

VMs +
network sim.

Scenario
builder

System logs,
traffic metrics

Real-world
traffic injection

Licensed
(commercial)

SANS
NetWars [130] Cloud (SaaS) VMs Pre-defined

labs Skill scorecard Gamified
challenges

Licensed
(commercial)

DIATEAM
Cyber Range [131]

On-prem
/ SaaS

VMs +
ICS/SCADA

Scenario
designer Logs, metrics Manual

(workbook)
Licensed
(commercial)

CybExer [132] SaaS (cloud)
/ On-prem

VMs (digital
twin)

Web UI
orchestrator

Team performance
data

Pre-built
scenarios

Licensed
(commercial)

Nortal
Coliseum [133]

SaaS/
On-prem

VMs +
digital twin Orchestration High-fidelity

logs
Automated
scripts

Licensed
(commercial)

CITEF [134] Private
(Govt)

VMs (digital
twin)

Timeline-based
scripts Metrics, logs Automated

scenarios
Restricted
(government)

AIT Cyber
Range [105]

On-prem
(OpenStack)

VMs +
containers

IaC (Terraform
+ Ansible)

System metrics,
logs

Scripted
scenarios

Restricted
(research)

D. Open-Source Adversary Simulation Tools

In addition to the open-source platforms mentioned in
Table IV, several other open-source adversary simulation
frameworks can augment cyber range exercises by emulat-
ing realistic attacker behaviors and attack sequences. These
include Metta [135], Atomic Red Team [136], Infection
Monkey [137], DumpsterFire [113], Red Team Automation
(RTA) [138], and Stratus Red Team [139]. Each tool pro-
vides distinct capabilities for injecting adversarial activities
into training scenarios, similar to the commercial SCYTHE
BAS+ [129]. Below, we elaborate on these adversary simu-
lation capabilities.

1) Adversary Behavior Emulation: Tools like Metta and
Infection Monkey automate multi-step attack campaigns.
Metta is a preparedness framework that runs adversary
actions defined in YAML (mapped to MITRE ATT&CK)
to test host and network detection capabilities [135].
Infection Monkey, a breach-and-attack simulation plat-
form, releases self-propagating “monkeys” that attempt

exploitation and lateral movement across the network,
revealing security gaps by aggressively spreading and
“running amok” in target environments [137], [140]. Both
enable red teams to emulate realistic post-compromise
behaviors without manual intervention.

2) Noise Generation and Event Sequencing: Dumpster-
Fire focuses on generating synthetic security events and
noise in a controlled timeline. It allows users to build
custom “incidents in a box”, time-delayed chains of
benign and malicious events, to simulate insider threats,
decoy attacks, or distractions for blue teams [113]. This
helps exercise participants practice distinguishing true
attacks from background noise and incremental events in
a Security Information and Event Management (SIEM)
or logging environment.

3) Cloud Environment Attack Simulation: Stratus Red
Team extends adversary emulation into cloud platforms.
Described as “Atomic Red Team for the cloud,” it pro-
vides a collection of atomic attack techniques tailored
to cloud services (AWS [141], Azure [142], GCP [143],
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Kubernetes [107]). Security teams can use Stratus Red
Team to simulate cloud-specific threats (e.g., privilege
escalation, cloud persistence tactics) in order to validate
cloud monitoring and response processes.

4) Atomic Test Libraries: Atomic Red Team and Red Team
Automation (RTA) offer curated sets of atomic test cases
for adversary tactics. Atomic Red Team is a widely used
library of simple, discrete attacks (mapped to ATT&CK)
that can be executed one by one or tied together to
test detection of individual techniques [136]. Similarly,
Red Team Automation (RTA) is an open-source script
repository that implements dozens of attacker TTPs as
small “test scenarios” [138]. While neither provides a
full campaign out-of-the-box or autonomous orchestra-
tion, they equip range operators with repeatable building
blocks (scripts, command sequences) to inject specific
tactics into an exercise on demand.

Integrating these open-source tools into a cyber range
platform can enrich the exercise realism. They allow range
operators to simulate adversary behavior at varying scales,
from noisy background traffic generation to stealthy post-
exploit actions, and to cover attack vectors in both traditional
IT networks and cloud environments. By leveraging frame-
works like Atomic Red Team and RTA for atomic checks, and
tools such as Metta, Infection Monkey, and DumpsterFire for
broader attack narratives, instructors can create more dynamic,
threat-informed scenarios that evaluate detection and response
across a spectrum of conditions. This can complement the
built-in capabilities of a cyber range execution platform and
can ensure that exercises stay aligned with real-world tactics
and emerging threats.

E. Commercial and Government Cyber Range Platforms

As illustrated in Table IV, several notable cyber range
solutions, both from the industry and the government, enrich
the cyber range ecosystem. Below, we elaborate on these
solutions and what they offer.

1) Airbus CyberRange, an integration and simulation plat-
form by Airbus that allows building complex virtual and
physical systems to simulate realistic scenarios [56]. It
provides a high-fidelity environment for advanced cyber
exercises, emphasizing realistic network and system repli-
cation.

2) Cisco Talos Range, a cyber range service by Cisco’s
Talos Intelligence Group focused on incident response
training driven by real threat intelligence [96]. This
platform provides immersive, expert-designed exercises
using up-to-date Cisco threat intel to simulate real-world
attacks and defenses, enabling teams to improve detection
and response skills.

3) Immersive Labs, an interactive training platform offering
hands-on cyber range exercising through browser-based
labs and team challenges [97]. It provides on-demand
gamified exercises mapped to frameworks like MITRE
ATT&CK, delivering real-world skill development and
team performance benchmarking in a safe environment.

4) Keysight Cyber Range, a simulation-driven range so-
lution from Keysight that reproduces real-world network
traffic and attack scenarios for enterprise security train-
ing [26]. Built on Keysight’s network test expertise,
such as BreakingPoint traffic generator [144], it offers a
scalable environment with customizable network models,
realistic attack injection, and high-fidelity monitoring to
validate defenses under realistic conditions.

5) SANS NetWars, a suite of gamified cyber defense ex-
ercises provided by the SANS Institute [130]. NetWars
includes multi-level challenge ranges across domains
such as forensics, penetration testing, and Industrial Con-
trol Systems (ICS), with scoring and leaderboards. It
delivers hands-on, interactive challenges so practitioners
can sharpen their skills through realistic scenarios in a
competitive setting.

6) DIATEAM Cyber Range Solutions, a set of customiz-
able cyber range platforms from DIATEAM (France)
developed for civil and military use cases [131]. Es-
tablished in 2002, DIATEAM’s solution provides high-
fidelity, tailor-made environments, including ICS/SCADA
scenarios, that can be deployed on-site or via mobile
units, enabling large-scale, realistic exercises for govern-
ment agencies and enterprises.

7) CybExer, a cyber range platform by CybExer Technolo-
gies (Estonia) available in SaaS and on-premise formats
[132]. It focuses on improving organizational cyber re-
silience by allowing users to securely test their systems
and train staff in realistic scenarios. The platform sup-
ports scalable, cloud-based exercises using digital twin
emulation and has been used in NATO-aligned training
programs.

8) Nortal Coliseum, an advanced, modular cyber range
platform developed by Nortal’s Talgen cybersecurity divi-
sion [133]. Coliseum leverages a digital twin simulation
platform to replicate an organization’s IT/OT environment
for high-pressure incident response simulations. It is de-
signed for nation-scale and specialized scenarios, such as
space sector drills, and has been deployed in international
cyber training centers to enhance cyber resilience.

9) Cybersecurity Intelligence Training and Evaluation
Framework (CITEF), a cyber range originally developed
by RHEA Group (now operated by Starion Group’s
Nexova division) for realistic training and assessment
in IT and industrial networks [134]. CITEF enables
users to create digital twins of their environments and
run timeline-based attack scenarios. It offers extensive
libraries of assets and threats, supports multi-tenant use
for concurrent exercises, and provides performance eval-
uation tools in cyber drills.

10) Austrian Institute of Technology (AIT) Cyber Range,
an Austrian research-based cyber range platform [105],
offers a virtual environment for simulating critical IT and
industrial control system scenarios. Built on a modular
open-source architecture such as OpenStack, Terraform,
and Ansible, it supports up to dozens of participants on-
site. The AIT range provides hands-on exercises including
ransomware and ICS-specific attacks, in a controlled,
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TABLE V: Interdependencies among the 3 layers (scenario description, generation, and execution)

Layer Key Capability Interdependency / Impact

SDL (Scenario
Description
Language)

Formal semantics,
infrastructure + narrative
modeling, interoperability

Enables automation of deployment and runtime (attacks/injects).
Lack of standard SDL means CTI mapping and cross-platform
reuse are manual and error-prone.

CTI (Cyber Threat
Intelligence)-Driven
Generation Pipeline

Ingests threat data
(ATT&CK, CVEs, MISP)
to generate scenario content

Requires expressive SDL to encode CTI (e.g. TTP-to-scenario mapping).
Without it, generation defaults to human-in-the-loop design. Also depends
on the execution platform’s ability to enact CTI-informed actions.

Scenario Execution
Platform

Automatic deployment,
attack injection,
monitoring, scoring

Relies on SDL for instructions, limited SDL semantics restrict platform
automation. Platform feedback and monitoring can refine generation
pipeline and SDL (e.g., validating scenario feasibility). Manual platforms
inflate SDL gaps (e.g., static scripts) and hamper dynamic CTI updates.

high-realism setting, and supports the national-scale cyber
defense training.

F. Cross-Layer Patterns and Interdependencies
The comparative analysis reveals that the three layers,

scenario description languages (SDLs), CTI-driven generation
pipelines, and scenario execution platforms, are tightly inter-
linked. A recurring pattern is that limitations in one layer
propagate into the others. For example, most existing SDLs
are informal or ad-hoc (e.g., simple YAML/JSON schemas)
and often capture only network topology or infrastructure,
not the full exercise narrative or training objectives. This lack
of formal semantics in the SDL layer impedes automation
downstream. Without a precise, expressive language (such
as TOSCA-based models), mapping threat intelligence (e.g.,
MITRE ATT&CK tactics, CVEs) into concrete scenario ele-
ments requires extensive manual translation. Conversely,
if a CyRaTrEx scenario execution platform expects attack
injections, scoring rules, or timeline triggers, these must
be encoded in the SDL, otherwise the platform must rely
on human controllers. In practice, this reflects that weakly-
specified SDLs lead to static, hand-crafted exercises where
instructors script scenario flow by hand and execution is
orchestrated manually, rather than end-to-end automated.

At the system level, we observe a convergence on common
frameworks and a persistent end-to-end automation gap.
Many tools and studies emphasize MITRE ATT&CK as a
unifying reference as threat actions in scenarios are increas-
ingly tagged with ATT&CK tactics/techniques, and pipelines
often leverage ATT&CK or STIX for contextualizing attacks.
This trend toward shared semantics helps bridge layers as
SDLs that can express ATT&CK techniques facilitates CTI
mapping and platform consistency. However, we find that fully
automated pipelines remain harder to achieve. Most cyber
ranges today still inject CTI only indirectly where feeds
from MISP or CVE databases require to be curated and
hand-mapped to scenario templates. Moreover, the scenarios
themselves are generally static once deployed. In other words,
even though all three layers are drifting toward common
standards (e.g., ATT&CK or IaC languages), no complete and
automated pipeline reliably transforms raw CTI into a running
exercise without human intervention. This lack of automation
remains a limitation across layers.

Table V illustrates these interdependencies at a high level.
As shown, the expressiveness of an SDL has a direct impact on
both pipeline capabilities and platform automation. An SDL
that can encode temporal logic, user roles, and vulnerabilities,
allowing the scenario generation tools to assemble attack
chains aligned with CTI and enabling the scenario execution
engines to autonomously stage attacks. By contrast, a minimal
SDL forces the CTI-to-scenario mapping to be manual, and
the platform to treat the scenario as a static configuration.
Similarly, advanced generation methods (e.g., replay-based or
AI-driven scenario creation) depend on platforms that support
dynamic injects and monitoring, where if the platform layer
cannot ingest live feeds or adapt at runtime, then innovative
pipelines cannot be fully realized.

G. Scenario Instrumentation and Observability

To fully evaluate training effectiveness, modern cyber ranges
embed rich scenario instrumentation encompassing logging,
telemetry collection, performance metrics, and in-scenario
observability tools. In practice, comprehensive logging and
telemetry frameworks (e.g., network monitors and SIEM
pipelines) continuously capture system events, network traffic,
and user actions during an exercise. This real-time data stream
provides runtime visibility into the scenario’s state, enabling
dynamic feedback and automated scoring of participant ac-
tions [31]. For instance, open-source monitoring tools such as
Zeek [117] have been used to instrument CyRaTrEx scenarios,
offering detailed logs of attacks detected, commands executed,
and system responses, i.e., information that supports real-time
scoring of trainees as well as thorough after-action analysis
for debriefings. Such telemetry-driven observability allows
instructors and range systems to pinpoint how and when a
trainee responds to incidents, providing objective evidence
of skills applied or gaps needing remediation. Also, recent
surveys [33], [55] identify integrated monitoring and logging
as key capabilities of advanced cyber ranges, underlining their
role in capturing quantitative performance indicators during
exercises.

Equally important are the performance metrics and in-
scenario observability techniques derived from this scenario
instrumentation. Cyber ranges now commonly define metrics
like detection time, incident resolution speed, success/failure
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rates for specific tasks, and resource utilization, all drawn
from instrumented scenario data. By embedding sensors and
telemetry agents within the simulated environment, the range
can automatically track when critical scenario events occur
(e.g., a flag compromise or malware outbreak) and whether the
trainee’s actions mitigated them in a timely manner. These
metrics feed into scoring algorithms and dashboards that give
immediate feedback to learners, e.g., awarding points for iso-
lating an infected host or subtracting points for missed alerts.
Such data-driven scoring and feedback mechanisms carry
significant pedagogical value as trainees receive objective
assessments and personalized insights into their performance,
while instructors can tailor debriefings based on concrete
evidence of what transpired [55]. Moreover, the collected
telemetry supports common trend analytics (e.g., comparing
performance across sessions or identifying common failure
patterns), which is invaluable for curriculum improvement and
adaptive training design. Operationally, robust instrumentation
also helps cyber range operators ensure scenario fidelity and
smooth operation, as real-time telemetry can flag environment
issues or unintended trainee behaviors, allowing prompt ad-
justments during an exercise. Hence, in addition to enhancing
training effectiveness through better measurement and feed-
back, integrating logging, telemetry, and observability into
CyRaTrEx scenarios also provides a foundation for continuous
improvement of the training exercises [29].

VI. OPEN CHALLENGES

A. Scenario Description Languages (Layer 1)

At the SDL layer, our survey revealed two pressing chal-
lenges, i.e., C1 Formal Semantics and Verification, and
C2 Behavioural Fidelity. We expand on these challenges
below.

C1 Formal Semantics and Verification. Despite numerous
proposals, only 2 out of all surveyed SDLs provide a
rigorous, machine-checkable grammar or formal semantics
for scenario descriptions. In the absence of a formal
specification, advanced automated reasoning remains in-
feasible, e.g., one cannot easily verify whether every
defined attack step is reachable or ensure the scenario
has no dead-ends. This gap undermines the reliability
and reuse of scenarios. A formally defined SDL would
enable verification of scenario properties (soundness, com-
pleteness) before deployment [14]. For instance, Costa et
al. [40] introduce a Virtual Scenario Description Language
(VSDL) that translates high-level scenario definitions into
logical constraints, allowing a Satisfiability Modulo The-
ories (SMT) solver to check consistency and executabil-
ity. Such approaches demonstrate the potential of formal
methods in this domain. However, most current languages
remain informal, relying on ad-hoc validation. Future work
should investigate compiling SDL specifications into veri-
fication frameworks, such as Temporal Logic of Actions
Plus (TLA+) [145], [146] and Alloy [147], [148], to
systematically eliminate ambiguous semantics and enable
machine-assisted scenario validation.

C2 Behavioural Fidelity. Most existing SDLs emphasize
adversary tactics and techniques (often tagging steps with
MITRE ATT&CK IDs) but fall short in encoding the
procedure-level detail behind those techniques. In other
words, an SDL might specify that an occurred Privi-
lege Escalation, but not the exact commands, exploits,
or artifacts involved. This abstraction limits realism;
trainees face a generic tactic rather than a concrete in-
stance of that tactic. Bridging this fidelity gap requires
richer scenario semantics and possibly automation. One
approach is to extend the scenario ontology to capture
procedures and effects (e.g., including specific malware
behaviors or tool outputs for a given technique). Notably,
the ATT&CK framework itself provides only high-level
examples of attacker procedures and not exhaustive im-
plementations [17], [93], so additional knowledge bases or
domain-specific extensions (such as a malware behavior
catalog) are needed. Another complementary approach
is automated script generation, where recent research
suggests using program synthesis or AI to convert high-
level technique descriptions into concrete attack scripts
and events. Early prototypes (e.g., using large language
models to generate attack playbooks from CTI feeds)
indicate feasibility; however, this remains an open research
frontier. Thus, future SDLs should strive for higher be-
havioral fidelity, either through more expressive language
constructs or integration with automated threat emulation
tools, so that scenarios not only enumerate tactics but
also instantiate realistic attack procedures and observable
effects for each step, thereby offering realistic training
experiences.

B. CTI-Driven Scenario Generation Pipelines (Layer 2)

Integrating Cyber Threat Intelligence (CTI) into scenario
generation promises more dynamic and realistic exercises, but
it also introduces several open research challenges. In partic-
ular, we highlight two key main challenges as C3 Trustwor-
thiness of CTI Data and C4 Continual Scenario Evolution
that must be addressed to fully realize CTI-driven scenario
generation pipelines. We expand on these challenges below.
C3 Trustworthiness of CTI Data. A fundamental chal-

lenge is ensuring the reliability and relevance of external
threat intelligence data used for scenario creation. Threat
feeds and intelligence reports vary widely in accuracy,
timeliness, and completeness, and there is currently no
automated, standardized way to assess or guarantee
the quality of incoming CTI data. This uncertainty in
data trustworthiness indicates that scenarios risk being
built on inaccurate or outdated threat information, which
can undermine the fidelity of training exercises. Research
efforts have begun proposing CTI quality metrics (e.g.,
source reliability, indicator accuracy, relevance) [149], but
integrating such assessments into an automated pipeline
remains an open problem [150]. A related challenge is ori-
gin and context, understanding where the CTI originates
and under what conditions it was observed. Without robust
methods to vet and annotate CTI (e.g., confidence scores
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or source credibility indicators), scenario generators must
either involve human analysts in the loop or risk introduc-
ing misleading artifacts. Thus, developing techniques to
automatically evaluate and filter CTI for reliability, while
preserving actionable details, is an important research
direction.

C4 Continual Scenario Evolution. Despite advances in cyber
ranges, transforming CTI into executable scenarios re-
mains largely manual and labor-intensive, often requiring
scripting and expert intervention at multiple stages. Fully
automated generation of scenarios from structured threat
intelligence is still rare, and human operators typically
must curate intelligence, map it to scenario elements, and
validate the results [40]. This gap arises from difficulties
in translating high-level threat descriptions into technical
actions, configuring realistic attack sequences dynami-
cally, and ensuring pedagogical coherence [15]. Bridg-
ing this automation gap requires developing frameworks
leveraging AI planning or template-based generation to
interpret CTI into actionable scenario steps. Advances
are needed not just in threat-data parsing but also in
orchestration tools capable of deploying and adjusting
scenarios in near-real time with intelligence updates.
Moreover, maintaining temporal relevance poses a sig-
nificant challenge due to the continuously evolving
threat landscape. Scenarios often become stale, up-
dated manually only sporadically, creating a lag between
observed adversary tactics and training content. Incor-
porating newly discovered vulnerabilities, Indicators of
Compromise (IoCs), or Tactics, Techniques, and Proce-
dures (TTPs) seamlessly and continuously into CTI-driven
pipelines without heavy manual effort remains an open
research area [14]. The issue of semantic drift, where
evolving threat intelligence frameworks and terminologies
cause mappings between CTI data and scenario elements
to lose alignment, further complicates scenario mainte-
nance. Diverse CTI sources and evolving standards, such
as new ATT&CK techniques and re-classifications, worsen
semantic mismatches [93]. The solutions proposed include
developing common ontologies or intermediate represen-
tations and robust versioning mechanisms in scenario
description languages to accommodate evolving threat
data; however, mechanisms ensuring semantic consistency
remain underdeveloped [151].
Additionally, CyRaTrEx scenarios and their definitions
require dynamic lifecycle management, evolving along-
side rapid changes in the cybersecurity landscape. Cur-
rent platforms offer limited mechanisms for scenario
updates and evolution, making it challenging to keep
content current without extensive manual redesign and
maintenance. Ideally, scenario definitions would integrate
threat intelligence updates (e.g., new CVEs or APT tac-
tics) automatically, reflecting changes dynamically in the
execution environment. Effective lifecycle management
frameworks should treat scenarios as living entities with
version control, modular updates, feedback loops, and
partial modification capabilities without rebuilding en-
tire environments. Open-source and academic initiatives

increasingly emphasize extensibility, advocating for cyber
ranges as ecosystems that evolve with cybersecurity devel-
opments [151]. Future research directions can be foreseen
to include exploring DevOps-like scenario management
practices, continuous integration of CTI feeds, automated
testing for scenario integrity, and periodic platform up-
dates. Moreover, ensuring reproducibility and auditabil-
ity despite changes is also critical [150]. Coordinated
efforts across multiple layers (i.e., CyRaTrEx SDLs, CTI-
guided scenario generation, and execution platforms) are
necessary to support scenario evolution sustainably. Ad-
dressing lifecycle management comprehensively can sig-
nificantly reduce manual overhead and ensure scenarios
remain continuously relevant, realistic, and pedagogically
valuable.

C. Execution/Cyber Range Platforms (Layer 3)

While earlier sections examined the state of Scenario De-
scription Languages (SDLs) and CTI-driven scenario genera-
tion pipelines, several fundamental issues remain unsolved at
the scenario execution platform layer. We highlight two press-
ing research challenges, C5 API-Driven Scenario Ingestion
and C5−6 Scalable Telemetry and Observability, that must
be addressed in future platform designs. We expand on these
challenges below.
C5 API-Driven Scenario Ingestion An ongoing limitation

is the absence of standardized interfaces and formats
for injecting scenario definitions and threat intelligence
into diverse cyber ranges. Each platform today tends to
be a self-contained ecosystem with proprietary APIs and
ad-hoc scenario description formats. This fragmentation
means that a scenario specified in one system (e.g., a
YAML/JSON topology for KYPO [124] or a TOSCA-
based model in CRACK [16]) cannot be directly im-
ported into another, severely hampering interoperability
and content reuse [33]. Tarman et al. [152] showed that
even reproducing the same experiment on different range
platforms can yield contrasting results, underscoring
the need for standards. While CITEF initiative’s 2024
report [153] documents unified requirements for cyber
range services to improve interoperability, and frameworks
like CyRIS [124] proposed a common system to instanti-
ate cyber ranges from high-level specifications, but most
open-source ranges still lack standardized APIs or data
exchange formats. Similarly, they do not expose common
data exchange mechanisms or normalized telemetry for-
mats for scenarios. As a result, integrating external tools
or CTI feeds (e.g., ingesting real threat intelligence from
MISP or ATT&CK) into the exercise environment requires
significant custom engineering and format translation on
a per-platform basis. Prior attempts like ADLES [154]
and federated efforts such as ECHO project’s unified
SDL [48] underscore the community’s recognition of this
problem; however, no actual standard has yet been
widely adopted. Establishing standard scenario injection
interfaces (potentially building on existing standards or
APIs) remains an open research challenge vital for en-
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abling true cross-platform scenario portability and auto-
mated CTI-driven scenario updates.

C6 Scalable Telemetry and Observability. A significant
challenge in cyber range environments involves com-
prehensive instrumentation for monitoring, analysis, and
maintaining a balance between simulation fidelity and
scalability. Current platforms typically offer limited built-
in capabilities for capturing detailed exercise telemetry,
performance metrics, and user activities, forcing instruc-
tors to rely heavily on external tools or manual ob-
servations to evaluate participant responses and scenario
effectiveness [5]. There exists a noticeable shortage in
monitoring and analytics, as only a few ranges auto-
matically collect comprehensive data on attacker/defender
actions or provide real-time feedback, impacting both
training effectiveness and system optimization. Moreover,
telemetry data collected is often proprietary, restricting
cross-platform comparisons and integration with external
tools [99].
Cyber range platforms also face inherent trade-offs be-
tween simulation fidelity and scalability [30]. High-
fidelity simulations employing detailed virtual machines,
precise network emulation, and realistic user behavior
enhance realism but incur substantial performance over-
head, limiting scalability. For instance, VM-based infras-
tructures commonly used in academic and open-range
contexts can emulate complex environments but suffer
from prolonged startup times, high resource demands,
and practical limitations on concurrent nodes or trainees.
Conversely, platforms prioritizing scalability through
lightweight containers or abstracted simulations reduce
resource usage but sacrifice realism, omitting critical low-
level system details and complex behaviors [27].
Balancing telemetry observability, fidelity, and scalabil-
ity calls for novel hybrid architectures combining vir-
tualization and lightweight simulation, smarter resource
management strategies such as elastic cloud scaling or
HPC backend integration, and advanced abstraction tech-
niques to preserve essential realism at scale. Addressing
these linked challenges demands standardized teleme-
try pipelines and instrumentation frameworks that embed
seamlessly into cyber range environments with minimal
performance overhead. Future platforms might integrate
comprehensive logging, real-time dashboards, and even
gamification or biometric monitoring by design. For in-
stance, SCORPION cyber range prototype [155] in-
cludes adaptive gamified exercises and collects telemetry
such as participants’ heart rates for learning analytics.
Developing such scalable observability solutions remains
an active area for innovation, essential for robust scenario
evaluation, adaptive scenario management, and sustainable
cyber range operations.

D. Cross-Layer Challenges

A number of open research challenges cut across the
scenario description layer, the CTI-driven scenario generation
pipeline, and the scenario execution platform. Unlike isolated

issues confined to a single component, these cross-layer chal-
lenges demand holistic solutions spanning the entire cyber
range ecosystem. We detail below a cross-cutting challenge
C7 Reproducibility and Benchmarking, which reflects gaps
that hamper end-to-end effectiveness and interoperability of
cyber threat-informed cyber ranges.

C7 Reproducibility and Benchmarking. A challenge in
CyRaTrEx scenarios is ensuring standardization, repro-
ducibility, and portability across diverse platforms. Cur-
rently, platforms often rely on proprietary SDLs or for-
mats, creating fragmentation and significantly limiting
interoperability [33]. The absence of universally accepted
scenario schemas reflects that scenarios designed for
one platform cannot be easily transferred or executed
elsewhere without extensive manual effort. This lack of
standardization hinders content sharing, reuse, and cyber
range federation, forcing organizations to recreate sce-
narios repeatedly for different systems. Initiatives such as
European ECHO project [156] propose unified scenario
specification approaches to bridge this gap, but widely
adopted standards remain undeveloped [48]. Furthermore,
integrating Cyber Threat Intelligence (CTI) into scenario
generation across platforms faces significant obstacles due
to semantic and format discrepancies. CTI frameworks
employ varying data languages and differing taxonomies
(e.g., ATT&CK [17] tactics versus CAPEC [72] attack
patterns), complicating automated mapping of real threat
data into scenarios [14]. Addressing this issue demands
significant research into interoperability frameworks, in-
cluding standardized SDLs and translation/normalization
layers that conform threat intelligence data with scenario
orchestration.
Another critical aspect is establishing benchmarking and
comparative evaluation frameworks to objectively assess
the effectiveness of SDLs, CTI pipelines, and scenario
execution platforms. Currently, evaluations tend to be
qualitative and ad hoc, with limited quantitative bench-
marks for rigorously measuring performance [5]. There
is no standardized metric for assessing scenario expres-
siveness, CTI pipeline realism, or simulation fidelity. Ad-
ditionally, training outcomes lack formal, standardized as-
sessment methods, complicating objective comparison of
various solutions. Establishing cross-layer benchmarks,
such as reference scenarios or standardized attack se-
quences for uniform evaluation, would enable meaningful
comparative analysis [30]. Such benchmarks could evalu-
ate scenario fidelity (e.g., coverage of MITRE ATT&CK
techniques), adaptability (e.g., ease of modification), and
impact on trainee performance. Collaborative efforts by
standards organizations or research consortia to define
standardized evaluation suites and metrics are necessary.
Developing these benchmarks would drive evidence-based
improvements, enabling clear identification of effective
innovations and enhancing overall training efficacy and
cyber threat coverage in cyber range environments.
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TABLE VI: Summary of key open challenges across Scenario Description Languages (SDLs), CTI-driven scenario generation
pipelines, and scenario execution platforms, including cross-layer issues.

Challenge Layer Description

C1 Formal Semantics and Verification Scenario Description
Languages (SDLs)

Lack of machine-checkable scenario grammars.
Impedes automated reasoning and verification.

C2 Behavioural Fidelity Scenario Description
Languages (SDLs)

Limited encoding of procedure-level attacker
behavior. Requires richer ontologies or
automated script generation for realism.

C3 Trustworthiness of CTI Data CTI-driven scenario
generation pipelines

Uncertainty in threat intelligence quality and source
credibility. Need methods to evaluate, filter, and use
credible CTI in scenarios.

C4 Continual Scenario Evolution CTI-driven scenario
generation pipelines

Static, snapshot-based scenario generation can not
keep up with evolving threats. Need pipelines that
support live updates and adapt to changing TTPs
while maintaining consistency.

C5 API-Driven Scenario Ingestion Scenario execution
platforms

Cyber ranges lack standard APIs for injecting
scenarios. A unified interface is needed to enable
automation and cross-platform scenario portability.

C6 Scalable Telemetry and Observability Scenario execution
platforms

Platforms offer limited built-in instrumentation.
Capturing detailed exercise telemetry (e.g. full packet
capture) is hampered by performance and scaling
issues, impeding analysis and feedback.

C7 Reproducibility and Benchmarking Cross-layer

Exercises and research results are hard to reproduce
across different ranges due to non-standard scenario
definitions and ad-hoc versioning. No common
benchmarks or metrics exist to compare results
across different range platforms [152].

E. Summary of Challenges

Our study identifies the seven key research challenges
(C1–7 detailed in the sub-sections above) that currently hamper
fully integrated, CTI-driven cyber range operations across all
layers. At the Scenario Description Language (SDL) layer,
the lack of formal semantics (C1) and limited behavior fi-
delity (C2) remain major gaps. CTI-driven scenario generation
pipelines face issues in ensuring trustworthy Cyber Threat
Intelligence (CTI) origin (C3) and in enabling continuous sce-
nario evolution as adversaries adapt (C4). Scenario execution
platforms must overcome the lack of standardized scenario in-
gestion APIs (C5) and the difficulty of providing high-fidelity
telemetry at scale (C6). Finally, a cross-layer challenge is
improving reproducibility and establishing shared benchmarks
(C7) for consistent evaluation. Table VI summarizes these
challenges, with their primary layer, and brief descriptions.

VII. FUTURE RESEARCH DIRECTIONS

Building on the seven open challenges (C1–7) identified
in Section VI, we outline key avenues for future research
in this section. These challenges span from fundamental is-
sues in scenario specification to broader limitations in threat-
intelligence (CTI) integration and platform capabilities. For-
mal scenario semantics, behavioral fidelity, CTI trust,
continuous scenario evolution, standardized APIs, high-
fidelity telemetry, and reproducibility represent critical gaps

that truly hamper CTI-informed cyber ranges. Addressing
these gaps is essential to achieve end-to-end, intelligence-
driven pipelines. In particular, overcoming the fragmentation
in current solutions will require focused research efforts that
bridge Scenario Description Languages (SDLs), CTI-driven
scenario generation processes, and scenario execution environ-
ments. In this section, we discuss several promising research
directions aimed at resolving these open issues and enabling
next-generation cyber ranges.

A. Toward Standardized Scenario Semantics

A fundamental research direction is to formalize and
standardize the semantics of Cyber Range Training Ex-
ercise Scenario Description Languages (CyRaTrEx SDLs or
SDLs). As highlighted in challenge C1 Formal Semantics
and Verification, most SDLs today lack machine-checkable
grammars or rigorous definitions of scenario behavior. Without
a formal semantic foundation, automated reasoning about sce-
narios—such as verifying scenario reachability or the absence
of dead-ends in an attack narrative—remains infeasible. To
enable robust SDL verification, future work should establish
unambiguous scenario ontologies and syntax rules that
are shared across platforms. One approach is to define a
common intermediate representation or schema for sce-
narios, against which formal properties can be verified (e.g.,
using model-checking or constraint-solving techniques). For
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instance, Russo et al. [16] demonstrated that encoding an SDL
into logic (Datalog) permits automated consistency checks
on cyber scenarios. Generalizing such methods, researchers
should explore translations of scenario specifications into
verification-friendly languages (e.g., TLA+ [145], [146] or
Alloy [147], [148]) to allow rigorous analysis of scenario
logic and prerequisites. Standardized semantics, in addition
to facilitating correctness proofs (e.g., ensuring every attack
step is executable under some conditions), will also improve
interoperability where a well-defined scenario specification
could be portable between different range platforms without
semantic drift.

Equally important is extending scenario semantics to
capture richer threat behavior and context. As noted
in challenge C2 Behavioural Fidelity, current SDLs of-
ten revolve around high-level tactics and techniques (e.g.,
MITRE ATT&CK IDs [17]) but omit the procedure-level de-
tails (specific commands, malware artifacts, lateral movement
steps) that determine how an attack unfolds. Therefore, future
research should incorporate richer behavioral ontologies into
scenario descriptions, so that scenarios can express not just
what tactic but how exactly an attacker’s action is real-
ized. Developing a community-driven ontology (or extending
standards like STIX [57]) to represent exploits, tools, and
effects consistently will enhance semantic fidelity. With more
expressive scenario models, pipelines could automatically
map real CTI feeds into concrete scenario steps, bridging
the gap between threat intelligence and scenario instantiation.
Hence, establishing formal and standardized scenario seman-
tics augmented with detailed behavior modeling would provide
the necessary foundation for automated scenario generation
and verification across diverse cyber range platforms.

B. Toward Adaptive CTI-Driven Scenario Pipelines

An important future direction is the development of adaptive
scenario generation pipelines driven by real-time Cyber Threat
Intelligence (CTI) feeds. Unlike static scenario creation, an
adaptive pipeline would dynamically incorporate incoming
intelligence updates, addressing challenges C3 Trustworthi-
ness of CTI Data and C4 Continual Scenario Evolution. This
approach acknowledges that cyber threats evolve continuously,
and thus the scenarios used for simulation must keep pace
accordingly. We have divided this future research direction
into different aspects, as detailed below.

In contrast to current practices where scenarios often remain
static snapshots, an adaptive pipeline could continuously in-
gest threat feed updates, such as new Indicators of Compro-
mise (IoCs), TTPs, or adversary behaviors, and update sce-
narios in near real-time. This would enable security teams to
rapidly refresh attack scenarios as new threat reports emerge,
ensuring relevance against the latest adversarial techniques.
Recent work highlights the shortcomings of static approaches
(e.g., mainstream CTI platforms excel at storing structured
IoCs but struggle with unstructured intel, and manual curation
is still prevalent), leading to scenario generation latencies
averaging over 48 hours for critical vulnerabilities [83].
Such delays are not sustainable against fast-moving threats.

A dynamic CTI-driven pipeline aims to achieve push-button
scenario updates, where an analyst’s request triggers auto-
mated scenario construction from the most recent intelligence.
Eventually, this could enable on-demand, streaming scenario
updates (e.g., daily/hourly), drastically reducing the window
in which training scenarios lag behind real-world threats

Another major research requirement for these pipelines
is robust, origin-aware CTI ingestion. Since CTI originates
from diverse sources, such as open feeds, vendor reports,
Information Sharing and Analysis Center (ISACs), of varying
credibility, the pipeline must assess and track source origin,
confidence, and reliability of CTI. Ensuring the trustworthiness
of ingested intelligence is critical, as unreliable or false intel-
ligence could lead to misleading scenarios. Prior studies have
underlined that CTI quality is dependent on source credibility,
and automated methods are emerging to quantify this. For
instance, Yang et al. [149] propose to evaluate CTI feeds
by correlating feed trustworthiness with content originality
and availability. Incorporating such quality assessments into
the pipeline would allow filtering of low-confidence intel.
The origin metadata, such as who reported an indicator,
when, and through what chain of custody, can strengthen
trust in CTI. However, practitioners note that such detailed
provenance is rarely available in practice. Research is needed
on incentive and technical mechanisms for CTI providers to
supply richer origin, as well as automated validation, such
as cross-correlating multiple feeds to spot inconsistencies or
disinformation.

The broad vision is a largely automated, push-button system
where fresh CTI can be transformed into a new scenario
or updated with minimal human intervention. Achieving
this requires filling the current automation gaps (Challenge
C4) in translating CTI into scenario narratives and technical
environments. Constructing a complex attack scenario from
CTI often involves labor-intensive steps such as manually
interpreting reports, extracting relevant attacker actions, map-
ping them to an environment, and scripting the scenario. This
process is slow and error-prone, contributing to significant lag.
For example, analysts often must manually resolve seman-
tic discrepancies in CTI reports, which can delay scenario
builds by days [83]. Future research should focus on end-to-
end pipelines that can automatically perform CTI parsing,
scenario drafting, and even deployment. In a push-button
paradigm, an analyst could select an intelligence report or a
set of IOCs and TTPs, and the system would automatically
generate a candidate scenario (including attack storyline, re-
quired infrastructure or simulators, and expected outcomes).
Any new CTI that arrives (e.g., via a streaming API or TAXII
feed) could trigger incremental updates to existing scenarios,
for instance, adding a new step to reflect a discovered tactic, or
modifying indicators to match the latest attacker infrastructure.
This aligns with streaming cyber defense strategies, where
detection content and threat hunting hypotheses are updated on
the fly [157]. Similarly, scenarios in cyber ranges or training
exercises would be continuously refreshed. The key research
includes real-time CTI parsing algorithms, incremental sce-
nario update techniques (to avoid rebuilding from scratch),
and user interfaces that allow security operators to supervise
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and tweak auto-generated scenarios with a human-in-the-loop
for quality control.

To realize the above, advanced Artificial Intelligence (AI)
and knowledge representation techniques will be indispens-
able. As discussed before, having a standardized scenario
semantics (a common ontology or schema for scenario ele-
ments) provides a target format for automation. The role of
AI would be to bridge from unstructured or semi-structured
CTI data to this scenario representation. Natural language
processing (NLP), especially using modern Large Language
Models (LLMs), can extract structured facts from free-text
threat reports. Researchers have already started leveraging
LLM pipelines to interpret CTI, e.g., to perform named entity
and relation extraction for building knowledge graphs of threat
activity. Tools like TTPDrill [158], TTPHunter [159], and
LADDER [160] illustrate early progress in structuring CTI
into knowledge bases of attacker tactics [75]. Likewise, the
MITRE ATT&CK [17] framework serves as a real ontology for
adversary tactics/techniques, and some frameworks map CTI
reports onto ATT&CK techniques to standardize semantics.
Building on such efforts, an adaptive scenario pipeline could
utilize ontologies (e.g., a scenario ontology aligned with
ATT&CK or STIX) to represent the narrative and technical
components of an attack scenario. AI-driven mappers would
translate CTI inputs into this ontology by identifying the threat
actors, campaign steps, tools used, objectives, etc., and linking
them into a structured scenario model. Recent prototypes
underscore this potential, e.g., CRUcialG [82] automatically
parses free-text CTI reports to construct Attack Scenario
Graphs (ASGs) by extracting entities and attacker actions,
then uses graph-based reasoning to verify and complete the
scenario timeline. Such ontology-backed pipelines ensure that
as new intelligence arrives, it can be semantically aligned
with existing scenario knowledge (avoiding semantic drift
where the scenario’s story deviates from evolving attacker
behaviors). Moreover, an ontology can facilitate a union of
CTI from multiple sources, where a pipeline can merge
intel about related threat actors or techniques under common
scenario nodes, improving completeness and consistency. AI
algorithms or simulation tools could then take the structured
scenario description and instantiate it in a cyber range or test
environment automatically. Hence, integrating AI for language
understanding and pattern learning, with formal ontologies
for scenario representation, is a promising route to achieve
adaptive, CTI-driven scenario generation [75]. This will enable
future systems to continuously map raw threat data into
actionable simulations and exercises, significantly enhancing
organizational preparedness.

C. Scenario Lifecycle Management and Reproducibility
CyRaTrEx scenarios should be treated as evolving assets

rather than static artifacts. In current practice, once a scenario
(e.g., a networked lab with an embedded attack narrative) is
scripted and deployed, it often remains unchanged over time,
even as real-world tactics and system configurations rapidly
advance. This static approach leads to scenario drift, where
an initially relevant exercise can become outdated and lose re-
alism if not continuously updated with new threat intelligence

and technology changes. Frequent refreshes are essential, e.g.,
recent findings show that pipelines injecting fresh CTI at least
every two weeks achieved roughly 2.5× higher realism scores
than those with infrequent updates. Therefore, the motivation
is to manage scenario content through its lifecycle, from
creation and deployment to iterative refinement, much like
software code or AI models. Treating scenarios as evolving
assets acknowledges that a cyber range training exercise is
never finished, but must be routinely enhanced to reflect the
latest attacks, vulnerabilities, and defense techniques. This
shift can significantly reduce the manual effort of reinventing
scenarios from scratch, instead fostering reuse and incremental
improvement. It would also enable maintaining a consistent
difficulty and relevance level over time, as scenarios could
gradually increase in complexity or adapt to trainees’ skill
growth. Hence, there is a clear need for principled scenario
lifecycle management frameworks so that cyber range ex-
ercises remain continuously aligned with the evolving threat
landscape.

A key requirement for such lifecycle management is robust
versioning and modularity support for scenario definitions.
Just as modern DevOps practices rely on source control to
track code changes, scenario authors should be able to version-
control their scenarios (e.g., via Git) and collaboratively
improve them. By maintaining a history of scenario builds
and changes, one can revert problematic updates, compare
different scenario variants, and systematically integrate new
threat intelligence (e.g., adding a recent ransomware tactic into
a ransomware training scenario as version 2.0). This calls for
SDLs and tools that enable a modular composition of scenar-
ios. Modular SDL design allows common elements (network
blueprints, attacker behaviors, etc.) to be reused and swapped
out with minimal effort. For instance, Russo et al. [16] pro-
pose a Scenario-as-Code paradigm extending Infrastructure-
as-Code (IoC) to design scenarios, where the corresponding
CRACK SDL implementation is openly available [90]. In their
CRACK framework, scenario building blocks (topologies,
vulnerabilities, team roles) are defined as reusable modules,
yielding high reuse rates across scenario variants (often ∼90%
of components could be shared). Such modularity not only
accelerates the creation of new exercises but also makes it
easier to evolve scenarios, where an outdated component
(e.g, a deprecated software or a patched CVE exploit) can
be replaced in the library and seamlessly propagated to all
scenarios that use it. Moreover, lifecycle frameworks should
support scenario patching, analogous to software patching,
where critical updates (e.g., injecting a newly discovered
threat intel or fixing a misconfiguration) can be applied to
a scenario without breaking its overall logic. Implementing
these capabilities will likely require new scenario management
platforms or repositories that treat scenario files, scripts, and
assets as objects subjected to continuous integration pipelines
and rigorous code review. In essence, the community needs
to extend DevOps principles to scenario engineering, such
as automated tests of scenario validity, style checks for SDL
code, and staging environments to trial scenario updates before
rollout.

Reproducibility is an equally critical pillar of scenario
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lifecycle management, and one that we identify as the cross-
layer challenge C7 Reproducibility and Benchmarking, af-
fecting SDLs, CTI generation pipelines, and scenario execu-
tion platforms alike. In scientific computing, reproducibility
means that an experiment can be repeated with the same
results. In cyber range exercises, this translates to being able
to re-run a scenario (or an entire training campaign) and
obtain consistent outcomes (e.g., identical network traffic
patterns or trainee performance metrics) provided the initial
conditions are the same. Unfortunately, achieving this is far
from trivial. Even minor, uncontrolled differences in envi-
ronment configuration or timing can significantly alter what
unfolds during a cyber scenario. For example, if an identical
training scenario is executed on two different range platforms
or under slightly different software versions, the sequence
of attacker–defender interactions might diverge, leading to
incomparable results [152]. This unpredictability undermines
confidence that scenario-based findings, such as evaluations of
a defensive tool or training efficacy, are sound and generaliz-
able. To address this, future research must establish methods
to capture and preserve the exact state of scenarios and their
execution environments. Promising directions include using
containerization and virtualization snapshots to freeze the
infrastructure state, deterministic seeding of any randomized
processes, and standardized initialization of threat intelligence
inputs. For instance, one vision is to curate a benchmark
repository bundling everything needed for a scenario, i.e.,
(i) parameterized SDL files defining the scenario logic, (ii)
a snapshot of the CTI feed or threat dataset driving the
scenario, and (iii) containerized images or virtual machine
snapshots of the scenario execution platform configured for
that scenario. By packaging scenarios with their dependencies
and environment, researchers and instructors could reliably
re-deploy a given scenario and observe the same behavior.
Such scenario bundles would also facilitate apples-to-apples
comparisons, where a new scenario generation algorithm or
defensive technique could be evaluated on a shared baseline
scenario, ensuring that differences in outcomes are due to the
technique under study and not an artifact of divergent scenario
conditions.

To realize scenario lifecycle management and reproducibil-
ity, several enabling technologies and practices must converge.
One enabler is the integration of DevOps-like toolchains
tailored to cyber ranges. This entails establishing continu-
ous integration/continuous deployment (CI/CD) pipelines for
scenarios, where whenever a scenario is updated (e.g., a
new attack step is added), the pipeline would automatically
deploy the updated scenario in a test environment, execute
it (possibly in a headless or simulation mode), and verify
certain invariants or learning objectives (e.g., that the attack
still triggers the expected alarms and that all scoring scripts
run without error). Such regression testing for scenarios would
guard against unintended side-effects of updates, catching
issues early just as software tests catch bugs introduced by
code changes. Another enabler is scenario version control
and cataloging infrastructure, essentially a GitHub for sce-
narios, where scenario contributions from different authors can
be systematically stored, tagged (with metadata like required

platform or ATT&CK techniques covered), and versioned. For
instance, the community-driven REWIRE project [161] has
outlined requirements for a scenario sharing platform that
supports source control, review workflows, and CI integration.
Establishing a rich public repository of versioned scenarios
would also foster reproducibility where researchers could pull
a specific scenario version (e.g., RansomwareSimulation v1.2),
along with its defined environment and CTI snapshot, to
reproduce a published experiment or training outcome.

D. Cyber Range Observability and Performance Feedback

Cyber ranges must not only execute realistic scenarios but
also observe and measure everything that transpires. Inte-
grating comprehensive telemetry streams, real-time feedback
mechanisms, and post-exercise analytics is vital for effective
training. Detailed monitoring data enables precise evaluation
of participants’ actions and greatly improves after-action de-
briefings. Likewise, immediate feedback during an exercise
can dramatically enhance learning outcomes where trainees
benefit from objective, real-time insight into their mistakes
and progress, rather than waiting until the end of the exercise.
Despite its importance, current platforms exhibit significant
limitations in monitoring both attacker and defender
actions and the overall system state. Many ranges provide only
partial visibility into exercise events, often focusing on basic
outcomes (e.g., scoring points or completed objectives) while
neglecting fine-grained activity traces. In practice, open-source
and legacy range solutions tend to offer just the bare basics
of feedback (simple scoreboards, static hints, or rudimentary
logs), without deeply instrumenting every action taken by
red or blue teams. If rich telemetry is not built into the
scenario environment, instructors have to resort to manual
observation and ad-hoc note-taking, since the platform
cannot automatically track or assess what unfolds. As a result,
critical attacker/defender behaviors may go unrecorded. For
instance, capturing full network traffic or detailed host-level
events is still the exception rather than the norm (packet-level
capture is present in only about 29% of surveyed platforms).
This is largely because of the heavy I/O overhead and
storage burden it imposes. Furthermore, most ranges today
rely on static pre-scripted difficulty and fixed scenario paths,
where dynamic adjustment of scenario conditions or difficulty
in response to trainee performance remains largely absent.
Except for SCORPION [155] being a rare research prototype
that implements on-the-fly scenario adaptation, the state of
cyber range observability is fragmented and often inadequate,
leaving a gap in the ability to fully monitor and understand
what happens during complex exercises.

These gaps highlight the need for standardized telemetry
formats, plug-and-play instrumentation, and richer evaluation
dashboards in future range designs in accordance with the
identified challenge C6 Scalable Telemetry and Observability.
A common telemetry schema, and open APIs to export/import
it, would allow different tools and platforms to share exercise
data seamlessly. In current practice, each cyber range tends
to implement its own ad-hoc logging and scoring format,
making it difficult to aggregate data or integrate third-party
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analytics. Therefore, establishing community standards should
be identified as a priority to decouple scenario instrumentation
from any single platform’s implementation. With standard
interfaces, one could easily attach new monitoring probes
or data collectors (plug-and-play instrumentation) into any
scenario without custom engineering, and combine telemetry
from multiple sources into a unified timeline of the exercise.
Equally important is presenting the collected data in mean-
ingful ways. User-friendly dashboards and analytic tools
should transform raw log data into actionable training insights.
Advanced commercial ranges already demonstrate the value of
this approach, e.g., platforms like Cyberbit [24] and Range-
Force [25] automatically measure individual and team perfor-
mance metrics, such as detection rates and response times,
and display them on comprehensive dashboards to pinpoint
skill gaps. By adopting similar evaluation interfaces, next-
generation cyber ranges can provide instructors and trainees
with clear, real-time indicators of how well defensive actions
are working, how quickly attacks are detected, and where
improvements are needed.

Increased observability involves more than just scoring an
exercise. It can fundamentally improve training effectiveness
and enable new adaptive capabilities. Rich telemetry and per-
formance feedback loops allow a cyber range to move beyond
universal scenarios toward adaptive training experiences. For
example, SCORPION [155] cyber range monitors a wide array
of participant behaviors, including biometric signals like heart
rate, and uses those inputs to dynamically adjust scenario
difficulty and guidance in real time. If a trainee is struggling
with a challenge, the system might lower the complexity or
provide a timely hint. On the other hand, if a trainee is
excelling, the range can introduce new hurdles to keep them
engaged. Such adaptive scenario control, driven by continuous
observability, personalizing the exercise to each learner’s skill
level and stress tolerance, is shown to boost engagement and
skill acquisition. Even in non-adaptive settings, high-fidelity
logs and analytics help instructors pinpoint exactly how a
breach occurred or why a defense failed, enabling targeted
feedback that strengthens the trainee’s understanding. Thus,
observability is a prerequisite for treating cyber ranges not just
as technical sandboxes but as data-driven learning environ-
ments. Moreover, a standardized and thorough observability
layer can facilitate systematic benchmarking and research
on cyber defense exercises themselves. If multiple range
platforms adhere to common telemetry formats and capture
comparable performance data, the community can begin to
quantitatively compare what works in cyber training across
different environments. For instance, one could measure how
varying the volume of background traffic or the timing of
attacker moves affects detection rates and defender fatigue,
provided all those aspects are logged consistently.

Finally, realizing integrated observability and feedback in
cyber ranges raises several open research challenges. One chal-
lenge is improving logging fidelity without overwhelming
the system or analysts with data. Capturing every packet,
keystroke, and system call in a large exercise can quickly
produce data in the order of tens of gigabytes per hour
in a moderate-sized lab, straining storage and computational

resources. Novel techniques for selective and intelligent
logging are needed, such as using kernel-level filters with
Extended Berkeley Packet Filter (eBPF) [162], to record
only suspicious events or compress and summarize data in real
time. A related issue is minimizing the performance overhead
of instrumentation. Monitoring agents and network taps should
have a minimal footprint, so as not to alter the realism of
the exercise or introduce detectable lag. Research is required
to design efficient, low-latency telemetry pipelines that still
preserve crucial detail. Another key consideration is privacy-
preserving instrumentation. By its nature, extensive cyber
range logging may capture sensitive information about par-
ticipants’ actions, strategies, or even physiological responses.
For example, recording biometric stress indicators or detailed
keystroke logs can provide valuable training data, but also
raise privacy and ethical concerns. Future platforms should
incorporate safeguards such as anonymization of personal
data, access controls for sensitive logs, and clear consent
from participants on what data is collected. Thus, enhancing
cyber range observability and feedback will require balancing
the richness of data with practical constraints. This research
direction is crucial for evolving cyber ranges into fully instru-
mented, intelligent training grounds where every attack and
defense is measured, learned from, and continuously improved
upon.

VIII. CONCLUSION

This survey was motivated by the need to keep cyber
range training aligned with a rapidly evolving threat land-
scape. Modern cyber ranges must support exercises of real-
world complexity with high realism, yet designing such
scenarios manually is costly and error-prone. We have sys-
tematically reviewed existing approaches to threat-informed
scenario generation and execution, highlighting the roles of
formal Scenario Definition Languages (SDLs), Cyber Threat
Intelligence (CTI) sources, and CyRaTrEx scenario generation
and execution pipelines. In particular, we summarized how
SDLs based on open standards, such as OASIS TOSCA [45],
enable declarative specification of scenario elements, and how
CTI frameworks, such as MITRE ATT&CK [17], provide
adversarial tactics and techniques that should populate these
scenarios. Our contribution is a holistic mapping of an end-
to-end pipeline linking threat intelligence, scenario design,
generation, and execution, along with an identification of key
gaps in each stage.

We reiterate that an end-to-end threat-informed pipeline
is essential for effective cyber range training. By contin-
uously integrating current threat data into scenario design,
exercises remain relevant to emerging adversary behaviors.
We emphasized examples of automated pipelines, such as the
CRACK [16] framework, that connect formal design, verifica-
tion, and deployment of scenarios. Such pipelines can reduce
manual errors and enable more frequent, diverse exercises.
This is critical as only a few organizations can currently
afford high-fidelity live-fire training. Thus, our survey shows
that closing the loop from CTI ingestion through scenario
generation to execution is vital for scaling cyber training.
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Beyond human training, researchers have also introduced
gymnasium-like environments, such as CybORG [163], for
developing autonomous cyber agents within simulated range
scenarios, hinting at future integration of AI-driven cyber
defense training.

A central theme of our work is bridging gaps across SDLs,
CTI integration in scenario generation, and scenario execution.
We demonstrated that SDLs can serve as an interface between
abstract threat models and concrete deployments. For example,
TOSCA-based SDLs allow declarative encoding of network
topologies, vulnerabilities, and objectives, and in principle
can be extended to include threat intelligence, for instance,
by tagging nodes with CAPEC [72]/CVE [61] references.
We reported prior work that explicitly incorporates CTI into
scenario generation as a multi-step process, e.g., mapping
threat information into attack sequences. In our survey, we il-
lustrated how automated tools can consume SDL specifications
and instantiate them in a cyber range. Nonetheless, challenges
remain, such as standard representations for dynamic threat
feeds and end-to-end verification of deployed scenarios against
intended threat models.

Looking ahead, we argue that realizing this vision de-
mands community-wide standardization and collaboration.
Standardized scenario description formats built on accepted
standards, such as TOSCA [45], and shared CTI schemas, such
as STIX/TAXII [57], [58], MITRE ATT&CK [17] taxonomies,
can be key to interoperability. Collaborative efforts, such as
industry consortia or research centers, must codify best prac-
tices and open data. For instance, EU initiatives like FORE-
SIGHT [164] and ECHO [165] aim to federate cyber ranges
and develop innovative training curricula across organizations.
The EU REWIRE alliance [108], [161], [166] has likewise
delivered a cyber range establishment methodology, a unified
scenario development framework, and policy recommenda-
tions for cyber ranges, providing a comprehensive blueprint
for future platforms. We encourage the formation of cross-
organizational platforms to share scenario libraries, tooling,
and lessons learned, e.g., a recent federation of sector-specific
cyber ranges demonstrated both the potential and challenges
of linking disparate environments [167]. With broad adoption
of threat-informed standards and open collaboration, the com-
munity can continuously refine and scale the cyber training
pipeline, greatly improving cyber readiness across industries.
Moreover, it is crucial that industry and academia partner to
establish new cyber ranges (e.g., a joint Nortal–Mastercard
cyber resilience center [168]), underscoring the value of cross-
organizational cooperation, and more importantly, to offer
managed breach-and-attack simulation services to continually
assess organizational defenses.
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